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In his 1960 Census Monograph, Income Distri- 
bution in the United States, Herman Miller 
reports that the incomes of families in which 
the wife is in the labor force are more evenly 
distributed than those of families in which the 
wife is not in the labor force. 

Wife Wife Does 
Works Not Work 

Percent of Aggregate Money 
Income Received by Highest: 

5% of families 13% 19% 
20% of families 37% 43% 

Gini ratio .29 .38 

Miller suggests that since the proportion of 
wives who are working has increased considerably 
in recent years, the effect has been to reduce 
family income inequality.1/ In discussion of 
the income inequality within urban areas, 
Wilber Thompson asserts, "The existence of jobs 
for women acts to reduce inequality (of family 
income) in that working wives come more pro- 
portionately from the lower income groups."// 

In this paper we will describe the effects 
of the employment of wives on the distribution 
of family income in the United States, and the 
possible reasons for the observed effects. We 
will then look at the trend in family income 
inequality in relation to the trend in labor 
force participation of wives, and finally at the 
effect of the employment of wives on the in- 
equality of income between blacks and whites. 

As a statement of logical necessity, 
Miller's argument supposes that the dispersion 
of two combined samples is some sort of a 
weighted average of their separate dispersions. 
Thus as more wives enter the labor force, their 
relative weight increases and the dispersion 
tends to move toward the within class dispersion 
of families of working wives -- i.e., the dis- 
persion tends to become less. A simple example 
will demonstrate that this is clearly not 
necessarily the case. If one combines two 
samples each with a different mean and zero 
dispersion, the dispersion of the combined 
sample is clearly non -zero and may be consider- 
able depending on the difference in means. 

Although Miller does not assert that the 
lower income inequality of families in which the 
wife is employed is caused by the employment of 
the wife, it seems to be implicit in his dis- 
cussion. It is equally plausible to hypothesize 
that among families in which the wife is 

employed there is initially less inequality in 
husband's income, and for that reason, less 
inequality in family income. Comparisons of the 
inequality of family income by themselves tell 
us nothing about the effect of wife's employment 
on the degree of family income inequality, 
unless we can demonstrate that there is a com- 
parable degree of inequality to start with 
before adding in wife's income. 

Since the employment of wives is related to 
a great variety of factors including age, 
education, color, husband's income, type of 
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residence, and family composition, it is 

difficult to determine priori how husband's 
income inequality would be related to wife's 
employment. To the extent that the employment 
of wives is inversely correlated with husband's 
income, we would expect that husband's income 
inequality would be less for working wives, 
simply on the basis of the systematic under - 
representation of families with high income 
husbands. 

On the other hand, the association of wife's 
employment with the absence of young children in 
the family has an effect working in the opposite 
direction. Wives of young men are more likely to 
have young children, and are thus less likely to 

work than are wives of older men. Young men are 
more likely to have low incomes, and less dis- 
persion in income because they consist dispro- 
portionately both of men in dead -end jobs and of 
men at the beginning of careers. As these latter 
men age, they will experience relatively rapid 
income increases, while the men in dead -end jobs 
will have smaller income increases. Thus dis- 

persion in husband's income ought to be related 
positively to age. Data from the 1960 census 
indicate that older married men have greater 
income dispersion than younger men (Table 1). 

In Table 2 we present Gini coefficients 
computed on each of three income measures: 
family income, husband's income, and family 
income minus wife's earnings. Our sample con- 
sists of 32,521 nonfarm married couples in which 
the wife is under the age of 60. It was drawn 
from the 1 /1000 sample of the 1960 United States 
Census. Data are shown separately by color, and 
by presence or absence of children under 18. In 

each case the degree of inequality of non -Negro 
families is very little different for husband's 
income and family income minus wife's earnings. 
For Negro families, the contribution of family 
members other than the wife and husband tends to 
increase income inequality over the inequality of 
husband's income alone. This pattern is parti- 
cularly pronounced for families with no children 
under 18. For non -Negro families, the effect of 
the employment of wives is to decrease income 
inequality somewhat (from 32.9 to 30.9). For the 
Negro population, the employment of wives has 
almost no effect on income inequality. The 
effect of wife's employment on income inequality 
is greater for families with no children under 18 
than for families with children. In the case of 
the Negro population, the employment of wives 
with no children under 18 reduces the degree of 
income inequality from 39.0 to 37.9, while the 
employment of Negro mothers raises the degree of 
inequality. Clearly the effect of employment of 
wives on income inequality is rather small and 
not invariant in direction. 

In Table 3 we show Gini coefficients for the 
same three income variables computed separately 
for families in which the wife earned income in 
1959 and for those in which she did not. Again 
the population is disaggregated by color and 
child status. Among non -Negro families there is 
less inequality in husband's income and family 



income minus wife's earnings in families in 
which the wife is employed (had income in 1959) 

than in those in which she is not. For the 
Negro population, the reverse tends to be true -- 

the husband's income inequality tends to be 
greater for families in which the wife is 

employed. Miller's comparisons, then, are 
clearly distorted by systematic differences in 

dispersion of husband's income between men whose 
wives are in and those whose wives are not in 
the labor force. 

Thompson argues that income inequality is 

reduced when the wife works because wives of low 

income husbands are more likely to work -- i.e., 
the bottom end of the distribution of families 
in terms of husband's income are more likely to 
have their incomes incremented than the upper 
end of the distribution. Thompson's argument 
would be logically valid if there were no 
variation among working wives in the amount 
earned. However, working wives of high income 
husbands tend to receive more income than working 
wives of low income husbands (see Table 4). The 
combination of a strong negative relationship 
between employment and husband's income and 
positive relationship between the earnings of 
employed women and husband's income results in 
only a small differential in the average amount 
of income per family (irrespective of whether or 
not the wife is employed) among various levels 
of husband's income. This means that while 
families toward the lower end of the husband's 
income distribution are being disproportionately 
moved upward in the distribution, the amount by 
which they move is relatively less than the 
movements achieved by families with employed 
wives in the middle and upper end of the 
husband's income distribution. 

Trends 
Figure 1 plots the time series of labor 

force participation rates of married women and 
Gini coefficients for various income measures 
as published in the U.S. Census Report, "Trends 
in the Income of Families and Persons in the 
United States, 1947 -1964.'1/ The labor force 

participation rate has risen rapidly and 
regularly by almost one percentage point per 
year. The income inequality measures show little'. 
evidence of trend. To the extent that there is 

a trend of decline in the inequality of family 
income, it appears to be matched by a similar 
decline in the inequality of husband's income. 
It does not appear that the increase in labor 
force participation of wives that has been 
occurring over the past two or three decades has 
had any impact on the level of income inequality. 

The effect on family income inequality of 

any increase in the employment of wives depends 
on at least three things: (1) The pattern of 
change in labor force participation of wives in 

relation to husband's income; (2) The pattern of 
change in both the mean and the dispersion of 
wife's earnings in relation to husband's income; 
and, (3) The change in the shape of the distri- 
bution of husbands among income levels. Without 
attempting to specify exactly what has happened 
in recent history to each of these relationships, 
it does appear that the outcome of these changes 
has been neutral with respect to income in- 
equality. 
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Income Ineauality Between Black and White 

Families 
Negro wives have considerably higher rates 

of employment than do white wives. A Negro 

husband -wife family is considerably more likely 
to have its total income result from the contri- 
butions of more than one earner than a white 
family, but the size of the Negro wife's contri- 
bution is on average considerably smaller than 
that of the white wife's. What effect do these 
differences have on the inequality of family 
income between the races? 

To summarize the overall effect of 
differential employment and differential 
earnings of wives on the inequality or dis- 
similarity of the income distributions of the 

Negro and white populations, we have again used 
the Gini coefficient. Here, rather than com- 

paring the cumulative distributions of families 
and money income, we are comparing the cumu- 
lative distributions of black and white 
families ordered with respect to incomes. In 

these comparisons a value of $35,000 was used for 
the category $25,000 and over. Other reasonable 
values were tried and produced no major change in 
results. Again, three separate income measures 
were used: (1) husband's income, (2) family 
income minus wife's earnings, and (3) total 

family income. Differences between 2 and 3 
reflect the effect of differential contributions 
of other income recipients (and wife's non- 

earnings income) on income inequality between 

Negroes and non -Negroes. 
Overall, the Gini coefficient for husband's 

income is 54.3 in comparison to a coefficient of 
47.3 for total family income (bottom row, Table 

5). Quite clearly, then, family income is less 

inequitably distributed than is husband's income. 

When family income is compared with family 
income minus wife's earnings, the differential is 

very small, 47.3 vs. 47.4, indicating that the 

effect of differential employment and earnings 
patterns of wives makes an insignificant 

difference to the inequality of distribution of 
income. 

The differential in inequality between the 

total family income and husband's income results 

from the much greater incidence of earnings of 
adult family members other than the husband and 
wife, and may have nothing to do with family 
economic welfare. There are more earners, who 

may or may not pool their resources with those 
of other family members, and there are more 
adult consumers. 

The employment rates of black wives are 
especially high relative to those of whites in 
the case of women with young children. Black 

mothers of children under six are 66 percent 
more likely to be working than their white 
counterparts. For mothers with children 6 -11 
and 12 -17, the differentials are 45 and 5 percent 

respectively. Married Negro women without 
children have employment rates that are not much 
greater than those of white women, and in the 

case of women 14 -29 with no children, the black 

employment rate is considerably lower than the 

white rate. 
If we disaggregate the population into two 

categories, those couples with children and 
those with none, and examine the separate Gini 



coefficients, we discover that the aggregate 
pattern presented above results from differen- 
tial patterns within these two groups. For 
both categories income inequality is substan- 
tially reduced by virtue of the greater contri- 
bution of other family members. For childless 
couples (i.e., those with no children present), 
the racial inequality increases as a result of 
contributions by wives to family income, while 
for couples with children, inequality decreases 
somewhat. The effect of income of other 
relatives is greater, however, than that of 
income of wives. 

Further disaggregation of couples in 

relation to age of youngest own child reveals 
that the wife's contribution in the case of 
couples with youngest own child aged 12 -17 tend 
to slightly increase inequality, just as it does 
for childless couples. Thus in those groups 
with very much higher employment rates, the 

degree of racial inequality is slightly reduced 
by virtue of the income of wives. In groups 

where the black employment rates are only 
slightly higher, the degree of racial inequality 
of income is unaffected, or in some cases 
increased. 

The effect of wife's earnings on the 
inequality of family income between the races is 
small because despite the higher rate of employ- 
ment of Negro wives, their earnings are on the 
average considerably lower. Thus, a higher 
proportion of Negro families move up in the 
income distribution from where they would be in 
the absence of wife's income. The distance 
which they move in the distribution, however, 
is smaller, on average, than is the distance 
moved by white families with employed wives. 
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TABLE 1 

Income Inequality of Married Men Living in 
Urbanized Areas, by Age (1959 Income as 

Enumerated in 1960 Census) 

Age of Husband 
Gini Coefficients 
Total Nonwhite 

Less than 18 47.2 44.7 
18 - 24 28.8 31.1 
25 -34 26.6 27.4 
35 -44 28.2 29.1 
45 -54 30.9 30.9 
55 - 64 35.0 35.6 
65 -74 45.8 44.3 
75 and over 53.0 47.7 

Total 33.1 32.3 
SOURCE: Derived from data in 1960 United States 
Census, "Persons by Family Characteristics," 
Subject Report PC(2) 4B, Table lob. 

TABLE 2 

Gini Coefficients on Three Income Measures: 
Husband -Wife Families, Wife Under age 60, 

Nonfarm 

Family 
Income 

Husband's Minus Wife's 
Income Earnings 

Family 
Income 

Total 35.6 35.8 33.7 
Negro 33.5 35.3 35.1 
Non -Negro 34.7 35.1 32.9 

Families with 
No Children 39.2 39.7 36.0 

Families with 
Children 33.6 33.8 32.4 

Families with 
Children Under 18 

Negro 31.9 32.5 32.9 
Non -Negro 32.8 33.1 31.7 

Families with No 
Children Under 18 

Negro 36.2 39.5 38.3 
Non -Negro 38.5 39.0 35.1 

Incomes of $25,000 and over are coded as $44,000. 
SOURCE: 1 /1000 Sample 



TABLE 3 

Gini Coefficients Computed on Three Income Measures: Husband-Wife Families, Wife Under Age 60, 

Nonfarm, by Color, Family Status, and Whether or Not Wife Received Income 

Husband's Income 
Wife Wife 
with without 

Income Income 

Family Income 
Minus Wife's 

Earnings 
Wife Wife 
with without 
Income Income 

Total 

Negro 

Non -Negro 

32.6 

34.1 

31.6 

36.6 

32.8 

35.8 

33.3 

36.3 

32.4 

36.0 

34.0 

35.3 

Family Income 
Wife Wife 
with without 

Income Income 

30.2 36.0 

34.6 34.0 

29.1 35.3 

Incomes of $25,000 and over are 

SOURCE: 1/1000 Sample 

coded as $44,000. 

TABLE 4 

Wife's Contribution to Family Income by Husband's Income and Age 

Husband's 

Income N Percent 

Proportion 
of Wives 
with 

Income 

Wife's Average 
Income 
per 

Recipient 

Wife's 
Average 

Income per 
Family 

None 614 1.6 44.8 $ 2424 $ 1085 

Less than $1000 1,941 5.2 51.0 1542 787 

$1000 - $1999 2,736 7.3 50.3 1625 818 

$2000 - $2999 3,463 9.3 49.5 1752 868 

$3000 - $3999 4,493 12.0 48.7 1994 972 

$4000 - $4999 5,471 14.6 47.3 2192 1036 

$5000 - $5999 5,895 15.8 44.3 2312 1024 

$6000 - $6999 4,192 11.2 40.8 2356 960 

$7000 - $9999 5,350 14.3 35.9 2365 850 

$10,000 - $14,999 2,006 5.4 31.2 2412 754 

$15,000 + 1,245 3.3 32.1 2613 838 

Total 37,406 100.0 43.8 2112 925 

SOURCE: 1960 U.S. Census, Sources and Structure of Family Income, Table 17. 

TABLE 5 

Negro -White Income Inequality by Family Status for Three Income Measures 

(Gini Coefficients) 

Family Status 
Husband's 
Income 

Family Income 
Minus Wife's 

Earnings 
Family 
Income 

Husband -Wife Families with Qne or more Children Under 18 

48.8 
55.7 
56.1 
49.2 

45.9 
50.2 

51.4 

50.9 

Youngest 0 - 2 

3 - 5 

6 - 11 

12 - 17 

Total 

56.2 
61.6 
60.4 

54.0 
58.2 52.5 49.6 

Husband -Wife Families with No Children Under 18 

Wife 14 - 29 38.1 26.2 36.9 

30 - 44 49.2 41.0 44.8 

45 - 59 50.0 46.2 47.6 
Total 46.0 40.5 43.5 

Husband -Wife Families. Wife Under Age 60 54.3 47.4 47.3 

SOURCE: 1 /1000 Tabulations 
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Introduction 

This paper investigates black -white income 
differences for urban males in the labor force 
in 1960. Specifically, it addresses the ques- 
tion, "How much of the observed difference can 
be accounted for by differences in the educa- 
tional level of the two populations ?" In so 
doing, we have generalized components -of -a 
difference techniques somewhat.1/ That gen- 
eralization is the most interesting methodologi- 
cal or statistical aspect of our paper. 

We begin by discussing the method. Then we 
apply the technique to the analysis of Negro - 
white income differences. Finally, we will ex- 
tend the generalization of our method to cover 
composit functions. 

Components of a Difference 

Suppose we have two functions on the real 
plane: 

Y f1 (X1) 

Y f2 (X2) 

(1) 

Let D and D2 denote the domains of f 
and f2 respectively, and R and R the co -1 
domains. For any Y, an element o R ,and Y2 
an element of R 

2' 
diere exists an a which is an 

element of D1 and a b, an element of D2, such 
that Y1 = f1 (a) and Y2 = (b). The dif- 
ferenc Y1 - Y2 can be written as f1 (a) - f2 (b). 

Let: 

f2(a) - f2(b) 

62 f1(b) - f2(b) Af(b) 

63 Af(a) - Af(b) 

Clearly, 

(2) 
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E [f (a) - f2(b)l + [f (b) - f2(b)l + 
í1 

[fl(a) f2(a) fl(b) f2(b)l (3) 

= fl(a) - f2(b) Y1 - Y2. 

We see then that the difference between two 

values, Y and Y2, can be expressed in terms of 
three additive components: a change in the argu- 
ment of the function, a change in the function, 
and an interaction term, the result of a simulta- 
neous change in both argument and function. 

Application to Negro -white Income Differences 

Suppose now that we let population one be 
urban white males in the labor force in 1960 
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while population two are comparably defined 
black males. Suppose, further, that we believe 
income is a linear function of education. In 
this example the Y1 and of the above section 
are white income and eduction means respec- 
tively while Y2 and X are comparable Negro 
means, The function r is the linear equation 
to predict income from1education for whites 
while f2 is the equation for blacks. 

The component 61, then, is given by: 

(4) 

w 
where the subscripts indicate the population of 
reference. This component can be interpreted 
as the gain in income which would result from 
an improvement of mean Negro education to the 
white level but with no change in the parameters 
of the Negro function. 

The component 62 is given by: 

- (aN+ßNRN) 
(5) 

( w- (ßw - 
This component may be interpreted as the 
improvement which would result if Negro educa- 
tion were translated into income by the white 
rule but the level of Negro education were un- 
changed. 

The component 
63 

is given by: 

63= [(w w) - 

[ ( (aN 

(°w 
- XN) 

(6) 

In interpreting the preceding components we 
have used the rearranging of means or functions 
by some policy procedure as a kind of model to 
lend meaning to our components. If we continue 
using the policy model for interpretation, we 
might tell ourselves the following story about 
this component. Suppose the political or finan- 
cial situation were such that it was possible to 
deal with only one aspect of the income discri- 
mination problem at a time. Suppose a policy 
maker chose to improve the Negro mapping of edu- 
cation into income first. If that policy worked, 
the subsequent value of an improvement in Negro 
educational levels would no longer be simply the 

value of but the sum of 61 and 63. Con- 
versely, we chose to improve Negro education 
levels first, the subsequent value of improving 
the Negro function would be the sum of 62 
and 63. 



Component three, then, is the increment 

(or decrement) in effect due to modifying both 
aspects of the situation simultaneously or in 
series over the effect of changing each singly. 

The Data and Some Results 

Let us now estimate these components using 
data from the one -in -a- thousand sample of the 
1960 Census. We will estimate equations and 
components separately for three age groups, 
25 -34, 35 -44, and 45 -54. The dependent variable 
is total individual income scored at the mid- 
point of thousand dollar intervals. Educa- 
tional attainment is measured by the highest 
grade of school completed scored as follows: 

Years Score 

0 -4 

5 -7 1 

8 2 

9 -11 3 

12 4 

13 -15 5 

16 6 

17 and above 7 

Some preliminary analysis showed that 
these intervals yield the best approximation 
to linearity for the relationship between in- 
come and education. As we shall see presently, 

specification of a believable zero -point for 
educational attainment permits further analysis 
of component two -- the component for a change 
in functions. Since there is some reason to 
believe that functional literacy is generally 
obtained in the 5 -7 interval, we have chosen 
to score 4 and fewer years of school as zero 
because attainment of functional literacy_ 
seems such a critical component of education. 

Table 1 presents estimates of the six 
regression equations along with mean levels 
of education and income. All estimates are 

several times their standard deviation. 
Table 2 presents the components of the dif- 

ference in mean income. Over all, whites 
make between $2359 and $3411 more money than 
do Negroes of the comparable ages and also 
have between 1.11 and 1.44 more units of edu- 
cation. 

Table 1: Parameters for the regression of in- 
come on education by age group for Negro and 
for white urban males in the labor force,1960 

Age and Race 
25 -34 35-.44 45 -54 

Coefficient White Negro White Negro White Negro 
Mean 
education 

3.98 2.87 3.75 2.41 3.30 1.86 

Mean income 4630 2270 5880 2670 5780 1821 
bIE 572 219 1012 354 1128 295 
aIE 2353 1641 2085 1817 2058 1821 
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Table 2: Components of Negro -white income 
difference by age 

Component 
Age 

25 -34 35 -44 45 -54 
61 243 474 425 

1725 1854 1786 

63 391 882 1200 

Recall that the component is the 
improvement in black income whicA would accrue 
if blacks had the same level of education as 
whites. From Table 2 we see that this improve- 
ment would be $243 for the youngest age group, 
$474 for the middle one and $425 for the oldest. 
These quantities are between ten and fifteen 
percent of the total Negro -white income dif- 
ference for the age group. 

The component 62 is the improvement which 
would result if blacks had their own educa- 
tional level but that education translated into 
income by the white equation. Estimating this 
component from our data we find the improvement 
in Negro income for the age groups would be 
$1725 for the youngest, $1854 for the middle 
and $1786 for the oldest. These amounts range 
from 52 percent to 73 percent of the total 
difference. 

Under the linear model it is possible to 
divide this component into two parts as shown 
in the second line of equation (5). One part 
has to do with differences in and represents 
a fixed amount by which Negroes of any educa- 
tional level are deprived of income in compari- 
son to whites. The other part represents the 
difference in slope; the payoff of a unit of 
education. This separation of the component 
into two parts, however, depends on believing 
that one has set the zero -point of the education 
scale at the proper place. Had we set the zero - 
point of the educational scale at another 
place, the parts would divide differently but 
their sum would remain constant. With our 
assumption that 5 years of education represents 
functional literacy and all fewer years repre- 
sent no education at all, we find change in 
the slope part of this component to be worth 
$1013, $1586, and $1549 for the age group 
respectively. Leaving $712, $268, and $237 
attributable to intercept differences. 

Returning to our main components, we find 
that 

3' 
the interaction component has the 

value of $391, $882, and $1200 for the age 
group. These amounts are about 17, 28, and 35 
percent of the total difference. 

From these data, then, it seems clear that 
61, difference in educational level alone, is 
only a modest contribution to income differences. 
The component 62, differences in the equation 
mapping education into income, is by far the 
more important factor. Further, if one believes 
our setting of the zero -point for educational 
attainment, the villain can be narrowed down to 



differences in the return per unit of education. 
Perhaps this conclusion should have been appar- 
ent simply by an inspection of Table 1 where we 
find the differences in slopes ranging from 
$833 to $353. Even in this rather simple 
problem, we found some security of mind in 
working through the components to arrive at 
the conclusion. In more complex problems we 
have found the method invaluable. For that 
reason, we will conclude by extending our 
method somewhat. 

Extensions of the Method 

An important aspect of the components 
method presented above is that it holds not 
only for the class of continuous function 
but other kinds as well. Thus, the Kitagawa 
three component method is a special case of 
the method presented here. 

In this regard it is worth noting that the 
Kitagawa two- component method has the virtue of 
a symmetry:sot obvious in our method. In the 
above example it has seemed natural to think of 
improving the Negro income to the white level. 
In that sense we have been using the white popu- 
lation as a standard. In another problem, it 
might not be clear which population should be 
standard. Thus, it is worth considering what 
would happen if we were to imagine reducing 
the white income level to that of blacks. 
Viewed from that perspective our components 
would be: 

f 
1 
(b) - f 

1 
(a) 

62 = f2(a) - f 
1 
(a) = A'f(a) (7) 

- A'f(b) - A'f(a) 

Writing out .63 we see that 

= f2(b) - f 
1 
(b) - f2(a) + f 

1 
(a) 

(a) - (b) = 63 

Thus the interaction component is identical 
in the two approaches. Further, it is easy to 

show that: 

(8) 

- 6' 61 + 63 and 

- 2 =6+63 
Thus, in spite of the lack of symmetry in 

the three component model with changes in 
choice of the standard population, it is easy 
to move from one perspective to the other. 
Further, it is easy to show that the Kitagawa 
two- component method achieves its symmetry by 
simply dividing 63 among the other two 
components. In our notation her combined IJ 
effect is: 

(9) 

2 

6 + 6 + 6 
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while her residual IJ effect is 

62 62 + 62 + 63 
62 + 63 (11) 

2 2 2 

The above methods are easily generalizable 
to composit functions. Suppose the Y- values 
are obtained from the composit of two functions, 

Y f1 g1 (x) 

Y f2 g2 (x) 

(12) 

Letting Y1 - fiig (a) and Y = f g2(b) we 
can decompose the differences - 
follows. Let 

61 f2g2(a) - f2g2(b) 

62 f2g2(b) f2g2(b) 

63 
6fg2(b) 

64 AfAg(b) 

65 f2Ag(a) - f26g(b) 

66 (a) - (b) 

67 AfAg(a) - AfAg(b) 

It is easy to verify that: 
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E flg1(a) - f2g2(b) (14) 

We have used these components to decompose 
income differences for a recursive system. 
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ADVANCING STANDARDS IN AN ADVANCING FIELD 
Paul B. Sheatsley, National Opinion Research Center 

As the title of this small paper indicates, 
I mean to talk briefly about the problem of 
standards in survey research. I suppose stan- 
dards can be defined or viewed in at least three 
ways. First, standards in the sense of stan- 
dardization or comparability. Certainly it wouli 
be desirable if surveys could better be compared 
with one another, if we all asked certain basic 
questions such as occupation or income in an 
agreed upon way, if we all calculated our res- 
ponse rates in exactly the same manner. Second, 
there are what we might call ethical standards, 
such as respect for respondent anonymity and 
willingness to disclose full details of metho- 
dology. And third, there are technical stan- 
dards which might cover such matters as sample 
size, questionnaire construction, level of in- 
terviewer trainong and supervision, and similar 
steps in conducting the usual survey. 

A very brief history of survey research 
may be instructive. We must remember that it 
started in the business world. It was not until 
after World War II that the campuses took much 
notice of it. Businessmen and advertising 
agencies were questioning samples of readers and 
consumers almost fifty years ago. The Gallup 
Poll, the first of its kind, was begun by George 
Gllup, himself a market researcher, and the 
other preeminent pollsters, such as Elmo Roper, 
Archibald Crossley and Louis Harris, have also 
been marketing researchers. That early re- 
search 30 or 40 years ago was remarkably 
simple, even simplistic, by modern standards. 
They selected their samples by setting various 
kinds of quotas, they asked one or two questions 
where today we would spend five or ten minutes 
on that one topic, and the low budgets and com- 
petitive pressures would have left little 
resources for interviewer training and super- 
vision. Secrecy of exact methods used was 
commonplace, and it may be presumed that many 
first who hastened to set up their own survey 
shops in those days often engaged in fairly 
sharp practices. 

With World War II survey research came of 
age. Men like Paul Lazarsfeld, Samuel Stouffer, 
Hadley Cantril and Rensis Likert lent their 
services to the government in the organization 
and direction of survey research activities. 
Such advances as probability sampling and 
Guttman scaling derived from this government 
work. More important, a whole second generation 
of research men who had worked under the "giants" 
I have named went back after the war to campuses 
or to commercial activities, and continued to 
teach and practice the art of survey research. 
Within two years after the way there had come 
into existence an American Association for 
Public Opinion Research, one of whose stated 
purposes was to improve standards. Leaders 
in the field had by that time concluded that 
the old ways of secrecy and every man for him- 
self which prevailed in an earlier day were 
inappropriate for what had become a mature 
field of practice considerably affecting the 
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public interest. AAPOR, as it is commonly 
called, has always been open to any individual 
with an interest in public opinion research, and 
while the majority of members are from the world 
of business or market research, more than one - 
third are from universities, government agencies, 
foundations and other not -for -profit institutions. 

AAPOR in its early days almost foundered 
over the issue of standards. Some academic 
and government researchers considered some 
market researchers as rather shady types who 
ought to be made to shape up. Some market 
researchers considered the academics as ivory - 
tower types who were about to impose upom them 
a set of idealistic standards which could not 
possibly be fulfilled in the market place. 
Fortunately, cooler heads prevailed and AAPOR 
has grown increasingly strong and influential. 
But it took the Association several years to get 
around to discussing standards again and when it 
did it emerged, after another period of years, 
with a Code of Professional Ethics and Practices, 
with most of the emphasis on ethics. The 
American Marketing Association went through a 
similar experience, and it too now has a Code 
of Ethics. 

These codes define the researcher's 
obligations to his respondents, to his client or 
sponsor, and to the public. To these latter 
two groups, the essential obligation can be 
summarized as full disclosure. No relevant 
information, either of substance or of method, 
may be withheld. In other words, the codes 
does not dictate the number of cases the re- 

searcher should collect on a given study, but 
it says he must disclose in his report the size 
of his sample; he is not told what is a satis- 
factory completion rate in a mail survey, but 
he is obligated to reveal the completion rate on 
which his data are based. This of course places 
the onus for getting good research, and perhaps 
properly, on the user of the survey, who is 
presumed to be sufficiently sophisticated, or 
to have access to sufficiently sophisticated 
advisers, to recognize loaded questions, faulty 
sample designs, and so on. 

Caveat emptor. 

While I can only speak for AAPOR, and not 
AMA, I can testify that the code has had some 
measure of success. Every AAPOR member attests 
that he will abide by the code when he joins 
the Association, and there is reason to believe 
that violators are rare. Non -members of AAPOR, 
of course, are not so bound, but even here 
there have been successes. AAPOR has an active 
Standards Committee and any member with a com- 
plaint can present the facts to that committee. 
The committee has no real enforcement power, but 
it has not yet been pushed to its ultimare 
sanction: publication of names of offenders in 
AAPOR's journal, the Public Opinion Quarterly. 
In one important case, a non -member was making 
large numbers of telephone calls in cities all 



over the country, ostensibly conducting a survey 
to find out the extent of the market for new 
automobiles. Actually, this was a cheap and 
easy way of compiling a list of prospects, and 
respondents who had indicated any intent to pur- 

chase, found themselves confronted a few days 
later by an aggressive salesman. This was an 
obvious violation to respondent anonymity in a 
purported survey and, if continued, could 
seriously affect public trust in all surveys. 
When a few members of AAPOR's Standards Committee 
arranged a visit with the offending researcher 
and discussed the matter with him, the practice 
was stopped. There have been many similar 
instances. 

But the caveat emptor philosophy has cer- 
tain limitations when there really is no emptor, 
or buyer, but when the survey is done for self- 
ish or partisan purposes and the results fed 
directly to the public. The man in the street is 

hardly capable of recognizing poor sample design, 
bad question wording, or out -of- context inter- 
pretation. We have probably all been exposed to 
examples of private polls which purport to show 
that a particular political candidate is way 
ahead in a particular state, or mail surveys 
which indicate that large majorities wish to 
take some particular kind of political action. 
The professional political pollsters such as 
Gallup, Harris, Crossley, Mervin Field in 

California, and others, have been seriously con- 
cerned by the appearance of numerous "private 
surveys" in any major election campaign, and 
they have given much thought to how to impose 
"standards" in this area. Their response was 
much the same as that of AAPOR and of the 
American Marketing Association. 

They set up a Council on Published Polls, 
which includes all of the major polltakers who 
regularly cover election contests, and they 
drafted some standards of disclosure which they 
have circulated to Congressmen, state and local 
officials, newspaper editors and other media 
representatives. The standards suggest questions 
which readers of the purported survey data 
should ask, and all members of the Council have 
pledged that they themselves will frankly 
answer all such questions: The questions them- 
selves cover the usual areas: size and design 
of the sample, completion rate, question wording, 
means of data collection, dates of interviewing, 
and so on. Certainly such simple educational 
measures cannot stop the appearance of fradulent 
or misleading polls, but their existence cannot 
help but have a long -run effect as news editors 
become better informed about polls. Meanwhile, 
the very existence of the Council and its 

standards makes it much easier to discredit an 
inadequate poll. The guilty polltaker, instead 
of seeing his data widely published and accepted, 
is forced on the defensive when he cannot or 
will not answer legitimate questions about his 
method, and in many cases his releases may be 
thrown away without ever seeing publication at 
all. 

In these various ways, then, professional 
associations have tried to grapple with the 
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problem of standards. But what is the present 
situation? Surveys and polls are more popular 
than ever. Federal and state governments want 
"evaluations" of particular health, educational 
and welfare programs which can only be conducted 
by means of survey research. Business firms 
more and more rely on survey research data for 
marketing decisions. Often the sponsors of the 
surveys have little or no understanding of 
methodological problems and they are always 
highly resistant to large expenditures of cost 
and time. The pressures for cutting corner here 
and there inevitably lead to a lowering of 
standards. 

The popularity and apparent simplicity of 
survey research even attracts what we might call 
the "innocent ignorant ". A friend of mine, an 
eminent psychologist who has been working with 
survey data most of his professional career, was 
recently appalled to learn that a chemistry pro- 
fessor on his campus had sent his students into 

various local supermarkets to question house- 
wives about their attitudes and knowledge con- 
cerning the presence of phosphates in detergents. 
The good professor had no knowledge of how to 
obtain a truly representative sample of house- 
wives, or even whether housewives were really 
his intended universe; he had no experience with 
questionnaire construction; his students had not 
a glimmer of interviewing problems and techniques. 
His survey, besides giving the students a 

faulty understanding of survey research, probably 
antagonized some of his respondents who had 
already been approached by other amateur sur- 
veyors and who may have been put off by the inept 
questioning and approach of the student inter- 
viewers, and in the end this survey producted 
data which may have been quite seriously mis- 
leading. Similar surveys are doubtless conducted 

every day by high schoolers, local do -good so- 
cieties, small business, and of course news- 
papers. 

It is clear that the problem of advancing 
standards in the field of survey research is not 
a simple one. We can probably not insist that 
that chemistry professor be required to take 

courses in survey research and pane an exami- 
nation, any more than we can demand the same 
for the high school students, the members of the 
local Women's Club, or the small businessman. 
What AAPOR has tried to do, in at least a pre- 

liminary attempt to solve the problem, is to 

make expert advice available to such groups. 
The AAPOR membership, while concentrated heavily 
in New York, Washington and other major research 
centers, is scattered widely over many cities 
and college campuses. Members are urged to be 
alert for opportunities to be of local pro- 
fessional service; inquiries direct to AAPOR 
are referred to a local member, or the names of 

several members are provided to the inquirer; 

mailings have gone out to college campuses 
advising them of AAPOR's desire to be of help 
in consultation on survey research matters. In- 

dividual members sometimes establish formal 
consultant relationships with local groups, or 
more often simply donate their advisory services 
as a professional obligation. 



You will have noted that all of the efforts 
I have referred to, to establish or maintain 
standards, have dealt with ethics rather than 
techniques, and have been of an educational 
rather than punitive variety. Such efforts are 
necessarily slow and imperfect. One may ask, 
why cannot categorical rules be set down for 
survey research standards and those standards 
rigidly enforced? It should not be too difficult 
to set reasonable standards for sampling, com- 
pletion rates, question wording, interviewer 
training, and so on. We can all recognize abuses 
when we see them. But, in fact, a moment's 
thought, or even less, reveals very clearly that 
operational standards for survey research are 
impossible to set. 

We sometimes call our work a science, and 
indeed a good piece of survey research will meet 
the scientific requirement of being capable of 
replication by an independent researcher follow- 
ing the same methods. But it is obvious that 
certain areas of survey research are still very 
much of an art, and particularly so when we 
are dealing with measures of attitude, future 
intentions, or beliefs, rather than factual or 
behavioral information. There is no one correct 
way to write a survey question, nor even any 
way to know exactly which question or questions 
should be asked. In spite of a great deal of 
empirical and experimental research, there are 
no hard and fast rules which govern the selection 
of interviewers, nor is the same method of 
training and supervision appropriate for all of 
those hired. Even assuming such standards were 
possible and maintained, there is no way a re- 
searcher can prevent his data from being quoted 
out of context or manipulated in improper ways, 
so that all his methodological precautions come 
to naught. 

Aside from the fact that we simply do not 
know enough to dictate standards in many areas 
or survey research, there is the fact that stan- 
dards simply have to be relative to the time 
and cost resources available. The cost of 
quote - a survey - can range from a few hundred 
dollars to several hundred thousant dollars. 
Obviously, if one has unlimited time and money, 
one can design and perfect a survey with 
extremely high standards. While our resources 
are harly unlimited, we at NORC have had recent 
experience with an ambitious evaluation study of 
federal manpower training programs, sponsored 
by OEO and the Department of Labor. Enrollees 
in five programs in ten cities have been inter- 
viewed four times over a two -year period; this 
sample has been matched with a group of controls, 
selected from house -to -house screening, who have 
been similarly followed up. The demand for a 
final completion rate of 80% in this mobile 
and hard -to -find sample has required the setting 
up of separate NORC offices in each of the ten 
cities; rigorous training and supervision of an 
appropriate interviewing staff; and the expen- 
diture of an enormous amount of time, effort 
and money to locate and interview reluctant or 
elusive individuals. 
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But the point is that such expenditures 
are hardly required on most surveys. The market- 
ing man who wants to know which of two adver- 
tisements is more attractive to the public, or 
the community agency who wants to know how 
exercised the public is about environmental 
pollution, can make do with much less. Further- 
more, the researcher rarely if ever has unlimited 
time and cost resources. He has a deadline and 
he must stay within a particular budget, whether 
it be generous or miniscule. In effect, then, 
he has to design his survey within those con- 
straints. He can't afford a full probability 
sample, so he uses quotas or some means of weight- 
ing for persons not at home. He can afford only 
a half -hour interview, so he throws away all the 
batteries of questions he would like to ask about 
personality characteristics. He can't afford a 
full probability sample, so he uses quotas or 
some means of weighting for persons not at home. 
He can afford only a half -hour interview, so he 
throws away all the batteries of questions he 

would like to ask about personality characteris- 
tics. He can't afford to supervise the inter- 

viewers as well as he would like, so he pretty 
much accepts what they give him. His report is 

due in three weeks, so he can't pursue all the 
lines of analysis he had intended. All this is 
not necessarily bad. A survey can be over- design- 
ed and too perfect for the job intended; some 
reasonably accurate information is usually better 
than none at all. But is sure makes the job of 
setting standards difficult. 

Finally, beyond the fact that we do not 
know enough about some areas and that the same 
standards are not appropriate to all surveys, any 
set of standards must always be based on past 
experient and present knowledge. The title of 

this paper refers to an "advancing field ". 
Survey research has advanced tremendously in my 
own time, and it continues to advance. When 
Gallup first sent a national staff of interview- 
ers out to select a representative sample by the 
use of sex -age- economic level quotas, this re- 
presented a tremendous advance over the Literary 
Digest's use of mail ballots. The growing demand 
for probability sampling represented a similar 
advance over quota sampling. The contributions 
of numerous individuals and agencies have im- 
proved our knowledge of all phases of survey 
research, and the introduction of the computer 
has of course revolutionized our means of pro- 
cessing survey data. We are perhaps on the verge 
of even more exciting discoveries. 

The techniques of survey research are being 
employed in ever more sophisticated ways. Merely 
within the past six months, we at NORC have been 
faced with the following problems of research 
design and execution. 

Personal interviews with all practicing 
internists in a defined suburban area. 
since many of the physicians knew one 
another, the problem was to avoid con- 
tamination effects. 



Identification of the population 
of working journalists in the 
United States and personal inter- 

views with a representative sample 

of these. 

Establishing a panel of patients 
suffering from Parkinson's disease 

and following these up over a 
period. Half of the group are 

receiving a new method of treat- 
ment, half are controls. 

Sampling patients served by the 

emergency room of a large metro- 
politan hospital and following 
up several weeks later with inter- 
views in their homes. 

Validation of elementary school 

data submitted to the Office of 
Education, through interviewer 
inspection of records at a 
sample of schools and brief inter- 

views with school officials and 

parents. 

The list could go on and on. The point is 

that each of these assignments involved a 
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great deal of fresh thought on such problems as 
defining the universe, inventing an appropriate 
method of sampling, gaining access to the in- 

tended respondents, and obtaining valid data 
from them. And naturally there were the usual 
constraints of time and cost in each case. 
Under these circumstances, no conceivable set 
of general operational standards for survey 
research could offer much guidance. 

In sum, then, I hold that there has been 
and will continue to be advancing standards for 
survey research. In almost every aspect of 
research, our workmanship today is far superior 
to what it was twenty years ago, or even ten 
years ago. But these advancing standards have 
come about not through any codification of 
standards approved by some official group, but 
through the inventiveness and increasing 
sophistication of the sponsors, practitioners 
and users of survey research. There will always 
be abuses of the survey method, as of many 
other things in this imperfect world, but it is 

becoming more and more difficult for such 
surveys to gain any measure of acceptance. 
More than this, we can probably not reasonably 
expect. 



CONFIDENTIALITY AND CO- OPERATION BETWEEN RESEARCHERS 

John C. Scott, University of Michigan 

Privacy is everybody's business in survey 
research. Our strong organizational commitments 
to protecting the confidentiality of survey data 
now serve to inhibit cooperation between research 
institutions. Yet, our shared concern should make 
confidentiality an area where uniform standards 
can be achieved and joint actions taken which 
would have considerable benefit to all survey 
organizations. 

Briefly, I would like to review some of the 
ways in which the concern for confidentiality 
inhibits cooperation between survey facilities, 
and then indicate how steps can be taken toward 
standardizing procedures which should facilitate 
increased cooperation. 

To begin with, let's talk a minute about the 
nature of privacy and how it is related to the 
idea of fully informed consent. Privacy, as I 
shall use it, is the control that a person has 
over what others know about him as an individual. 
Privacy has been called one of man's great pri- 
vileges - with the stipulation that "it should 
only be surpassed by its invasion by the perfect 
person at the most auspicious moment." Obvious- 
ly, the survey interviewer is not always the 
perfect person, nor, as our call records testify, 
does he always ring the bell at the most auspi- 
cious moment. However, our experience has been 
that more often than many realize the survey 
interviewer does approach these ideals. Most 
people have few opportunities in their lives when 
they can voluntarily express their feelings and 
reveal themselves without fear of what may result 
from this relaxation of their control over infor- 
mation regarding themselves. Responses to the 
interviewer's questions, while lacking the legal 
status of "privileged communications," are 
communications made by individuals who feel they 
have been released from many privacy considera- 
tions by the promise of anonymity and by the non - 
evaluative style of the interviewer. In essence, 
the respondent trusts the researchers to perform 
part of the task of guarding his privacy. For 
many this release makes the interviewer the 
perfect person; however, it is no simple matter 
for a researcher to promise confidentiality. One 
difficulty is that what an individual wishes to 
keep private varies tremendously from person to 
person, therefore researchers must assume that 
everything regarding a respondent that has become 
known to them in the course of gaining the inter- 
view must be guarded. This includes not just 
answers to questions, but also such facts as who 
granted an interview; the information that no one 
was home when a call to interview was made, or 
even how the house was decorated and furnished. 

Another difficult concept to operationalize 
is that of fully informed consent. Speaking only 
from the standpoint of privacy, informed consent 
means: 

1. that the respondent understands he is 
not obliged to answer, 

2. that the researcher is obliged to guard 
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all information obtained from the 
respondent. While the information may 
be published or shared with colleagues, 
this will be done in such a way that the 
linking of response to him is impossible, 

3. that the respondent understands what 
risk is involved in giving information 
even under these conditions. This in- 

cludes the risk that the respondents' 
answers, taken together, may reveal 
more than he intended, and that despite 
every reasonable effort by the research- 
er some compromise of confidentiality 
may occur. 

Obviously, there are other aspects to 

informed consent beyond the focus of this dis- 
cussion which I will not go into now. 

These are heavy responsibilities which no 
survey organization can afford to take lightly 
and, as we know a violation of confidentiality 
can have serious consequences not only for the 
organization directly involved, but the reper- 
cussions from a widely publicized incident would 
be detrimental to the profession as a whole. 

In order to maintain confidentiality a 
survey organization must: 

1. be able to have a high degree of trust 
in all persons who could possibly link 
information with individual respondents, 

2. be prepared to support employees against 
pressures brought to bear on them to 
divulge respondent information. 

3. be in a position to discipline persons 
if they divulge information, 

4. have an active program to instruct and 
remind all those with access to respon- 
dent information of the importance of 
confidentiality, 

5. destroy linking information as soon as 
practical, and maintain barriers to 
identification as long as the link 

exists. 

Trustworthiness is essential because close 
supervision of survey workers, especially inter- 
viewers, is impossible. As the Pentagon papers 
incident has demonstrated, no security system is 
perfect if a person with access to sensitive 
information wishes to breach confidentiality. 

Agreements to cover the legal and other 
expenses of employees who refuse to hand over 
respondent information if subpoenaed are one 
type of support an organization can give em- 
ployees. The existence of statements of 
professional ethics is another, and although at 
first pass it may not seem supportive, a written 
policy of dismissal in case respondent informa- 
tion is disclosed also strengthens an employee's 
bargaining position in dealing with attempts to 
force disclosure. 

It is the necessity of knowing that the 



promise you give respondents can be backed up 
that inhibits cooperation between survey organi- 
zations at the present time. While there is no 
question in my mind of the commitment of all of 
us to respecting the rights of respondents and 

maintaining confidentiality, I do not have enough 
familiarity with the field interviewers of other 
organizations to have the same assurance of 
trustworthiness that I have with my own organiza- 
tion's interviewers. I imagine each of you shares 
some of these feelings of disquietude when you 
use unfamiliar interviewers, but trust is only 
part of the picture. I am not in the same 
position of offering support and sanctioning 
persons who do not work directly for my organiza- 
tion. This is most difficult when data is 

gathered for researchers outside the organization, 
particularly when their study design requires 
linking the data we gather with other information 
they have. Another instance in which control is 
lessened is that of the researcher who leaves the 
organization, taking his data with him. Unless 
particular attention is paid to the problems of 
confidentiality which may arise in such circum- 
stances, an organization may suddenly discover 
that the pledge of confidentiality given respon- 
dents has been violated, and there is very little 
the organization can do about it. The likelihood 
that confidentiality will be violated increases 
with the number of people who have access to the 
information and as control over them becomes 
weak. 

There are several ways in which campus based 
survey groups may cooperate at the data gathering 
stage. Some are relatively free from problems of 
confidentiality; others are much more suscep- 
tible. Those that are free are: 

1. Replication: Two or more organizations 
coordinate the design, conduct and 
analysis of a study so that each follows 
essentially the same course, but since 
each organization performs its own 
analysis there is no transfer or sharing 

of data files. 
2. Independent Complementation: Two or 

more organizations study different 
populations following the same design 
and procedures. Analysis is conducted 
independently within each organization 
so that data files are not merged, each 
organization reports on its own sample, 
for example, independent state election 
studies, or Organization A studies 
blacks and Organization B studies whites, 
or Organization A does a national study 
and Organization B ties in intensive 
local studies. 

3. Development: One organization handles 
developmental phases, doing pre- testing, 
pilot studies or methodological investi- 
gations -- the results of which are fed 
to others for final data gathering. 

The types of cooperation which require 
greater safeguards are: 

1. Archiving: When an organization makes 
individual level data available to others 
for analysis, after destroying identifi- 

14 

cation and links. 

2 Division of Services: The phases of a 
single study are split up among several 
organizations, for example, one does 
sampling and interviewing and another 
does coding and data processing. 

3. Staff Sharing: An interviewer's pool 
is formed for common sample areas. 

4. Supplementation: More than one organi- 
zation gathers data which are fed to a 
single organization for analysis. For 
example, several organizations do 
regional or local studies using the same 
design and instruments, turning over the 
raw data to one organization for analy- 
sis; or two organizations do large 

parallel national surveys, merging the 

data from both samples to obtain a 
number of cases larger than either could 
easily produce independently. 

Although we have at one time or another 
worked with other organizations in most of these 
ways, this cooperation has typically not been 
something well thought out in advance and sought; 
but more nearly something accepted as the best 
means of accomplishing the job. 

I believe that there are benefits to be 

gained from greater cooperation, which should be 
planned for and sought. I realize that there are 
many other barriers to undertaking joint research 
efforts than those associated with maintaining 
confidentiality, but this is one obstacle which 
could easily be eliminated. In fact, if a formal 
set of standards and procedures regarding 
confidentiality were agreed to by academic survey 
organizations, there would be benefits in addi- 
tion to the greater possibilities for joint 
research efforts. 

Compared to what any of us can do singly, 
the profession as a whole can do a better job of 
educating the public in how survey information 
is protected: 

1. We can work more effectively toward 
securing the status of privileged 
communication for survey interview data; 

2. We can discourage attempts by sponsoring 
agencies to have data turned over to 
them in ways which may violate confi- 
dentiality; 

3. A statement by the profession supports 
those who may face citations for con- 
tempt if data are subpoenaed. I realize 
the codes of professional ethics of many 
of our disciplines cover the treatment 
of subjects, but survey research is 
interdisciplinary and has interests 
extending beyond a single society. 

In conclusion I would like to mention that 
over the last several months I have been working 
with a committee of the Institute for Social 
Research toward the development of such a state- 
ment for our own organization. I expect that 
this statement will be ready for distribution 
within the next month or so. 



SAMPLING ERROR ESTIMATES FOR PANEL STUDIES: IMPLICATIONS FOR STANDARDIZATION 

Harold N. Organic, Brown University 

Introduction 

The Population Research Laboratory at Brown 
University has for a number of years conducted a 
series of annual sample surveys of the population 
of Rhode Island. The annual samples are related 
to one another within the framework of an overall 
panel design that permits continuing surveillance 
of the population and provides both cross - 
sectional and longitudinal data on community 
social structure, health needs and health care 
delivery. 

While panel designs have long been known and 
often imaginatively used, they have generally 
been given short shrift by social researchers who 
have shown a marked preference for the cross - 
sectional model. The reasons for this are not 
far to seek when one recognizes that the cross - 
sectional model is free from certain difficulties 
inherent in the panel design. Chief among these, 
for our present purposes, is the attrition phe- 

nomenon that results in the loss of sample cases 
over time as respondents die, refuse continued 
cooperation at some point after the initial con- 
tact, or move their residence leaving no forward- 
ing address for future contact. The bias intro- 
duced by this attrition has been difficult to 
measure, and consequently corrective steps hard 

to apply. 

Nevertheless, the unique advantages of the 
panel design for providing time series data are 
manifest, and are assuming increasing importance 
in the view of many social researchers. This is 
especially true of, but by no means limited to 
those who deal with such applied problems as the 
provision of human services - -- health care 
delivery being a specific case in point. In 

practical terms elected officials, administrators 
and interested professionals seek time series 
data for the planning, execution and evaluation 
of public programs and services. A research 
strategy directed toward continuing surveillance 
of a population and /or system and the recording 
of data thereon, implies some effective variant 
of the panel design. 

The Sample Design 

An experimental design for this purpose has 
been developed at the Population Research 
Laboratory and has been in operation since 1967. 
The purpose of this paper is to suggest a method 
for dealing with the attrition problem mentioned 
above. Three successive annual samples in Rhode 
Island were drawn independently from a frame con- 
structed on the familiar clustered, stratified, 

area probability, multi -stage model [1], [2]. 

In each year approximately 1,100 household inter- 
views were conducted, and follow -up interviews 
(usually by telephone) were taken at annual 
intervals thereafter. In all, 3345 respondents 
were enlisted in the three rounds of initial 
contacts in the Fall of 1967, '68 and '69. By 

the Fall of 1970 the first panel (Sample I) was 
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three years old, and the others (Samples II and 
III) were two years and one year old, respec- 
tively. As would be expected, the oldest sample 
suffered the greatest loss (17.66 per cent), the 
second sample was intermediate (8.88 per cent), 
and the third sample sustained the smallest loss 
(6.01 per cent). These dropout rates were com- 
puted as a proportion of initial panelists who 
failed for any reason to give a follow -up inter- 
view in the Fall of 1970. The number of cases 
(N) in the initial samples and the number of 
dropouts by the Fall of 1970 are shown in the 
bottom row of columns 1, 3, 4, 6, 7, and 9 of 
Table 1. 

The Problem 

The fact of attrition brings to mind a number 
of questions: 

1. how comparable were the initial panels; 

2. has there been differential dropout by 
a given characteristic; 

3. if yes, was the differential patterned; 

4. was the difference between loyal and 
dropout components so great as to 
impair the "representativeness" of the 
residual loyal sub -sample; 

5. if yes, at what point in the life of 
the panel did the departure from 
representativeness occur - -- in the 
first, second...nth year; 

6. is there available an efficient method 
to replenish losses, thus extending 
the representative utility of the panel; 
and finally 

7. if yes, how can we test whether the re- 
plenishment cases are unbiased replace- 
ments for the losses previously 
sustained? 

Appropriate statistics for estimating the 
sampling error of cluster samples have been 
available for some time. The calculations re- 
quired for such estimates are tedious and time 
consuming, however, and it remained for the 
appearance of both large -scale electronic com- 
puters and the appropriate software to permit 
such calculations with reasonable economy of time 
and effort. Now that machines and programs for 
this purpose are at hand we should expect that 
sampling error estimates will appear together with 
the substantive findings published by researchers 
who employ the cluster sample design in their 
work. When this is fully realized we shall have 
come far toward achieving the standardization in 
procedure and reporting so important in this 
field. 



The Data and Discussion 

In attempting to answer questions 1 to 5 

above we employed a recently developed program 
[3] to estimate the standard error of ratio dif- 
ferences for cluster samples. Ratio (percentage) 
differences between samples are expressed in 
standard error equivalents (SEE's) and shown in 
columns 10, 11, and 12 of Table 1. Thus, in 
comparing the initial panel Samples I and II for 
the age group under 35 (columns 1 and 4) we note 
a difference of 29.64 - 27.18 2.46 percent. 
One standard error for this comparison, as com- 
puted by the estimator program, was 1.85 percent, 
and the comparison is presented in column 10 as 
1.33 SEE (2.46 / 1.85 = 1.33). All other 
between -sample comparisons for the character- 
istics selected were similarly evaluated and 
appear in columns 10, 11, and 12. A value of 
2.00 SEE or greater is taken to indicate a signi- 
ficant difference between the sub -groups in- 
volved. 

The first question asked above was - -- how 
comparable are the initial panels? We note that 
for age, sex, and religion none of the 30 SEE's 
equals or exceeds 2.00. For these character- 
istics, then, we can conclude that the three 
panels are well matched. For the remaining 
characteristics, however, the matter is not so 
clear -cut as marital status, education, and total 
family income exhibit three, three, and five 
SEE's, respectively, that exceed 2.00. It is 

significant to note that 10 of the 11 SEE's ex- 
ceeding 2.00 occur in columns 10 and 11, and that 
each of these columns involves Sample I. 

We must assume that any sample of SEE's will 
itself be subject to sampling error, and that 
some SEE's will exceed the value of 2.00 merely 
by chance. Nevertheless, the concentration of 
significant SEE's in columns 10 and 11 should 
lead us to suspect that while Samples II and III 
appear to be comparable, there may be something 
unusual about Sample I. A large number of com- 
parisons involving many additional character- 
istics (variables) would throw light on this 
point. If further investigation along these 
lines indicates that one sample is poorly matched 
to the others, the researcher may well review the 
sampling and field operations employed for that 
sample. It would also be possible that poor 
sample matches on a number of variables could be 
attributed to the errant variables themselves. 
Thus, the scheme of categories he chose may be 
the source of the difference, or a previously 
unsuspected departure from comparability in the 
wording or administration of the item. Not to be 
excluded from consideration is the possibility 
that the observed differences reflect a real 
change in the population under study - -- income 
differences, for example, could result from a 
change in economic activity and salary /wage 
levels. 

Here, as in the discussion that follows, the 
purpose is not to explain in detail the prelimi- 
nary empirical findings, but rather to illustrate 
some of the ways that analysis of the data using 
this method can throw light on the researcher's 
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problem of dealing with his material. In any 
case, the application of this scheme will not of 
itself releave the researcher of the task of 
close examination of the materials, but it may 
prove a useful tool. 

The second and third questions asked - -- has 
there been differential dropout by a given char - 
acteristics and if yes, was the differential 
patterned? - -- are similar to the first, but 
involve examining within -sample differences. 
SEE's for loyal- dropout comparisons were calcu- 

lated and are shown in columns 13, 14, and 15. 
Examining this section of Table 1 we note that 
neither sex nor religious preference exhibits 

differential attrition. The remaining character- 
istics, however, show evidence of attrition 
differentials of two sorts. 

On the one hand age, and to a lesser extent 
marital status and total family income, exhibit 
patterned attrition; the case of educational 

attainment is less clear. To take up the char- 
acteristic of age, it appears that respondents 

aged 65 and over are strikingly more likely to 
be dropouts than any other age group. Given the 
mortality of man this is not a surprising find- 
ing, but it is interesting that the within -sample 

SEE's for this age group are 3.23, 2.66, and 

1.68, respectively, for the three samples. In 

this instance both temporal and directional 

patterns can be discerned. The temporal pattern 
is evident from the fact that the SEE's vary 
monotonically with initial sample year. It will 
be recalled that at the time of the Fall 1970 
follow -up interviews Samples I, II, and III were 
three, two, and one year(s) old, respectively. 
The direction of the differences is negative in 

all three cases, indicating a larger proportion 

of loyal than dropout respondents in each sample. 

The opposite is true for the age group 35 to 49. 

Suggestions of patterning (through SEE's are 
small) can be detected in the remaining two age 
groups. Here, as with other characteristics 
amenable to such manipulation, smaller interval 

sizes (10 -year age groups, for example) could 
yield more detailed information about the fine - 

grain behavior of the variable. 

The widowed and the aged are, to a consider- 
able extent, overlapping categories. It is not 

surprising, therefore, that the widowed display 

a pattern of within -sample SEE's congruent to 
that seen among persons 65 years of age and over. 
The presently married, for similar reasons, 

appear to display attrition patterns similar to 
the younger age group. Examination of the table 

in this fashion also reveals total family income 

to behave in the same general way --- low income 

respondents having a greater tendency to drop out 

and high income respondents to remain loyal. As 

pointed out above, to the extent that these char- 

acteristics are related, to that extent the 
present analysis may be partially obscured. A 

more refined analysis will be required to evalu- 

ate the relative contribution to attrition made 

by each variable independent of the others. 

If the overall study design employed the 

panel model solely for studying cohorts and their 



TABLE 1 

SELECTED SAMPLE CHARACTERISTICS: FREQUENCY DISTRIBUTIONS FOR EACH OF THREE SUCCESSIVE 
ANNUAL PANEL SAMPLES AND THEIR LOYAL -DROPOUT COMPONENTS IN PERCENT; 

AND BETWEEN AND WITHIN SAMPLE DIFFERENCES IN STANDARD ERRORS. 

SELECTED 
CHARACTERISTIC 

FREQUENCY DISTRIBUTIONS IN PERCENT FOR ANNUAL AND COMPONENT SAMPLES SAMPLE DIFFERENCES IN STANDARD ERRORS 
SAMPLE I SAMPLE II SAMPLE III BETWEEN WITHIN 

INITIAL LOYAL DROPOUT INITIAL LOYAL DROPOUT INITIAL LOYAL DROPOUT I -III II -III I II III 
(1 -4) (1 -7) (4 -7) (2 -3) (5 -6) (8-9) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) 

AGE: Under 35 29.64 30.70 24.63 27.18 27.51 23.76 28.31 28.15 30.77 1.33 0.69 0.58 1.60 1.04 0.42 
35 -49 30.17 31.47 24.12 29.90 31.08 17.82 27.01 28.25 7.69 0.14 1.62 1.27 2.20 3.27 4.95 
50-64 22.63 22.20 24.62 25.42 25.00 29.70 25.07 24.51 33.85 1.69 1.39 0.17 0.73 1.09 1.56 
65, + 17.56 15.63 26.63 17.50 16.41 28.72 19.61 19.09 27.69 0.04 1.39 1.47 3.23 2.66 1.68 

SER: Male 41.61 41.27 43.22 43.18 43.05 44.55 42.09 41.83 46.15 0.89 0.66 0.27 0.48 0.29 0.63 
Female 58.39 58.73 56.78 56.82 56.95 55.45 57.91 58.17 53.85 0.89 0.66 0.27 0.48 0.29 0.63 

M.S.: Married 68.59 70.91 57.79 72.56 74.32 54.46 69.66 69.98 64.62 2.29 0.57 1.45 2.99 4.47 0.89 
Widowed 13.22 11.42 21.61 13.02 12.16 21.78 13.41 13.09 18.46 1.49 0.15 0.33 3.69 2.25 1.14 
Separated 3.11 2.58 5.53 3.25 2.90 6.93 2.50 2.17 7.69 0.24 0.78 1.21 1.67 1.68 1.60 
Divorced 4.17 3.99 5.02 2.64 2.51 3.96 4.72 4.72 4.62 2.04 0.62 2.38 0.64 0.83 0.04 
Never Married 10.91 11.10 10.05 8.53 8.11 12.87 9.71 10.04 4.61 1.90 0.93 0.89 0.43 1.48 2.17 

REL.: Roman Catholic 64.33 65.30 59.80 66.40 66.51 65.35 63.55 63.68 61.54 1.04 0.51 1.56 1.61 0.23 0.37 
Protestant 29.81 29.53 31.16 28.49 28.57 27.73 29.05 29.13 27.69 0.69 0.48 0.30 0.48 0.19 0.24 
Jewish 2.22 2.26 2.01 1.93 2.03 0.99 3.33 3.05 7.69 0.48 0.19 0.16 0.23 0.97 1.50 
None 2.66 0.54 1.51 2.64 0.48 0.99 3.52 0.49 0.00 0.04a 1.30a 1.28a 0.79a 0.50a 0.19a 
Not Ascertained 0.98 2.37 5.52 0.54 2.41 4.94, 0.55 3.65 3.08 

ED.: Under 8 Years 14.11 13.47 17.08 14.87 13.51 28.71 14.62 14.07 23.08 0.52 0.38 0.16 1.42 3.62 1.52 
8-11 Years 41.36 40.30 46.24 36.41 35.91 41.59 34.87 35.24 29.23 2.47 3.24 0.72 1.98 1.16 1.00 
High School Grad. 30.60 31.47 26.63 32.98 34.27 19.80 33.95 34.25 29.23 1.24 1.51 0.51 1.49 3.78 0.84 
Some College 4.53 4.63 4.02 6.95 7.05 5.94 6.11 5.91 9.23 2.78 1.89 0.86 0.45 0.41 0.91 
College Grad., + 8.61 9.38 5.03 8.44 8.88 3.96 9.25 9.35 7.69 0.15 0.58 0.74 2.63a 2.80a 0.49a 
Not Ascertained 0.79 0.75 1.00 0.35 0.38 0.00 1.20 1.18 1.58 a a a 

INC.: Under $4500 27.15 24.57 39.20 22.51 20.56 42.58 22.66 21.86 35.38 2.36 2.35 0.08 4.04 3.67 2.47 
$4500 to 7499 29.72 30.50 26.13 27.53 27.22 30.69 25.62 25.59 26.15 1.07 2.13 1.34 1.31 0.74 0.11 
$7500 to 12,499 27.78 29.20 21.10 30.96 32.72 12.87 30.25 30.71 23.08 1.53 1.24 0.38 2.61 4.98 1.37 
$12,500, + 13.40 14.33 9.05 18.65 19.31 11.88 21.10 21.65 12.31 3.59a 4.91a 1.50, 2.35a 2.22a 2.41a 
Not Ascertained 1.95 1.40 4.52 0.35 0.19 1.98 0.37 0.19 3.08 

TOTALS 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

(N) (1127) ( 928) ( 199) (1137) (1036) ( 101) (1081) (1016) ( 65) 

a 
Standard errors not calculated for 'not ascertained' category. 



experience over time, our last four questions 
would not be of crucial relevance. However, where 
an important purpose of the study is to monitor 
a representative sample of a defined population, 
the question of representativeness and how to cope 
with it can assume great significance. Using the 
case of age to illustrate the point, it is clear 
that as the total sample size grows through the 
addition of new annual samples there will be an 
upward shift in the age distribution. The cumu- 
lated sample of loyalists will grow older, and 
the annual addition of new respondents will not be 
sufficient to redress the balance. The problem 
becomes even more difficult as attrition intro- 
duces other biases and contributes to further de- 
partures of loyal respondents from representative- 
ness of the universe under study. 

Within -sample differences between initial and 
loyal respondents have not been calculated in this 
analysis, although this could be done without 
difficulty. Unhappily, however, there are no 
clear -cut guidelines for determining how great a 
difference can be tolerated, so that such within - 
sample comparisons would not presently be of much 
help. The existence of a significant difference 
between loyal and dropout sub - groups indicates 
that there is some bias due to differential drop- 
out. Whether or not this bias has an effect on 
the follow -up results depends upon the proportion 
of dropouts. In order for the follow -up results 
to be biased substantially there must be both a 
high dropout rate and a substantial difference 
between loyalists and dropouts. In most cases 
where there is a significant difference between 
these two sub - groups the frequency distributions 
for the loyalists are still very close to those 
of the initial sample. 

An independent test of the representativeness 
of the 1970 follow -up is currently being made by 
comparing the distributions of characteristics 
with those in the distributed 1970 Census tapes. 
This will provide a test for the combined effects 
of sampling error, original non -response, and 
attrition. By comparing the 1970 follow -up data 
for the three samples with the 1970 Census we can 
answer the question of when the dropout rate be- 
gins to affect substantially the representative- 
ness of the loyal respondents. 

If substantial departures from representative- 
ness are indicated there are two general strate- 
gies that might be employed to deal with the 
matter. One of these strategies would be to drop 
the affected panel(s) - -- probably the oldest. 
The decision to drop panels would be guided by 
age of the panels and /or some selected level of 
dropout. 

The second strategy (that might be employed 
in conjunction with the first) would be to replen- 
ish the eroded samples with new respondents. It 

would be important to insure the suitability of 
the new respondents for this purpose and to test 
whether new respondents were, indeed, well matched 
with the dropouts they will represent. At the 
present time (August 1971) an experimental study 
of this replenishment strategy is under way. 

A sample of replenishment respondents for 
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Sample III dropouts is being drawn, and they will 
be interviewed in the current Fall follow -up 
interview round. Sampling procedures employed in 
the original Sample III selection are to be re- 
peated, with some modifications discussed below. 
Criteria for a replenishment interview are as 
follows: 

a. residence at an address that appeared on 
the original sample selection list, if 
the current occupants were not living in 
the dwelling unit at the time of initial 
interviewing. An exception is made in 
the case of a household still remaining 
if that address did not yield an initial 
interview due to refusal. The purpose 
of this rule is to allow original re- 
fusals, and the occupants of previously 
vacant addresses, and new occupants of a 
vacated interview address to fall into 
the sample; 

b. residence at a selected dwelling unit 
that was constructed since the original 
sample was drawn. Such new construction 
will be placed at the bottom of the 
original list and the original selection 
interval applied; and 

c. residence in an initial sample household 
(family) still remaining at the original 
address, if the initial respondent has 
for any reason left the household perma- 
nently. 

In all cases the original criteria for respondent 
eligibility and selection will be applied. The 

procedures outlined here will be applied to a 

randomly selected half of the original sample 
segments for purposes of economy. An examination 
of the characteristics of initial respondents 
from the selected and unselected segments has re- 
vealed no differences that could be detected, and 

it is believed that this 'split -halving' will not 

introduce bias into the replenishment sample. 

After weighting to account for the half -sample 
employed the replenishment sample will be 

compared with the dropout component (the 65 drop- 
outs identified at the end of the Fall 1970 round 
plus those newly identified at the end of the 

current round), and the results reported. 

Summary 

The increasing need for the surveillance of 
sample populations in studies of social change 
and for the planning, execution and evaluation 

of public programs is presented. Whether for 
theoretical or for applied purposes, however, 
this need implies some form of panel design, and 

the problem of panel attrition and its conse- 
quences is discussed. The current panel study at 

the Population Research Laboratory at Brown 
University is described, and a method for measur- 
ing and coping with attrition is suggested. Pre- 

liminary findings and plans for further analysis 

are presented in the hope that a standardized 
method for measuring, dealing with, and reporting 
attrition can be adopted by social researchers 
who employ the panel survey design in their work. 



Acknowledgments 

The study reported here is supported by United 
States Public Health Service Grant HS- 00246. The 
author wishes to thank his colleagues Professors 

Speare and Roa for their helpful comments and 
suggestions on an earlier version of this paper 
presented at the meeting of the American Statis- 
tical Association at Fort Collins, Colorado, 
August 1971. 

References 

[1] Organic, Harold N. and Goldstein, Sidney, 
"The Brown University, Rhode Island 
Population Research Laboratory: Its 

19 

Purposes and Initial Progress," in 
The Community as an Epidemiological 
Laboratory: A Casebook of Community 
Studies, Irving I. Kessler and 
Morton L. Levin, eds., (Baltimore: 

The Johns Hopkins Press, 1970), 

pp. 212 -232. 

[2] Kish, Leslie, Survey Sampling, (New York: 

John Wiley & Sons, 1965). 

[3] User's Manual for PSALMS Computer Program, 
mimeographed, no author indicated 
(Ann Arbor: Survey Research Center, 
The University of Michigan, 1971). 



INFERENCE FROM CLUSTERED SAMPLE 

Martin R. Frankel, University of Michigan and CUNY 

Social scientists often analyze a probability 
sample of a population rather than a complete 
census. They then face the task of inferring 
from sample results to the results they would 
have obtained if the analysis were performed over 
the entire population. 

One of the keys to making these needed inferences 
is the availability of methods for estimating the 
sampling errors of the sample derived population 
estimates, coupled with generalizations that can 
be made about the distribution of these popula- 
tion estimates and their estimated sampling 
errors. 

In this paper, we lay out three general methods 
that may be used to estimate sampling errors of 
population estimates from complex (clustered and 
stratified) probability samples. For each of 
these methods, we describe their implementability 
and discuss their reliability and validity. This 
discussion of reliability and validity is based 
on recently completed empirical research. 

For the sake of expositional simplicity, let us 
assume a sample design that calls for the selec- 
tion of two primary sampling units (psu's) from 
each of H strata. It is assumed that there are 
A primary units in each stratum, and that the se- 
lection of two of these A units is made by simple 
random sampling without replacement. Thus, we 
have a clustered and stratified sampling design 
where each population element has equal probabil- 
ity (f) of appearing in the sample (self -weighted 
sample). It should be noted that any of the 
three variance estimation methods can be general- 
ized to accomodate unequal allocation between 
strata, PPS (or any non -epsem) selection of psu's 

within strata, as well as subsampling of psu's. 

To avoid confusion, I will be using the term 
first -order to describe sample estimates g(S), 
where g is a function and S is a sample, and cor- 

responding population parameters g(P), where P 

is the population, that are of primary interest 
to the substantive analyst. Some examples of 

these first -order estimates and parameters are 
ratio means, differences of ratio means, totals, 

ratios of ratios, simple correlations, partial 
correlations, multiple correlations, and regress- 
ion coefficients (simple, multiple, path, MCA, 

dummy variable, etc.). The term Second -order is 
used to describe estimates, also made from the 
sample, of the sampling variability (error) of 
the first -order estimates. 

The three second -order estimation techniques des- 
cribed in this paper are labelled the Taylor ex- 
pansion method (TAYLOR), the method of balanced 
repeated replication (BRR), and the method of 
jack -knife repeated replication (JRR). It should 
be noted, however, that this scheme of appella- 
tion is not unique. 

1This research was carried out under a Joint Re- 
search Project with the U.S. Bureau of the Cen- 
sus. This article draws from results to be 
found in (3). 
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Taylor Expansion Method 

The use of the Taylor expansion for obtaining an 
estimate of the variance of the first -order esti- 
mate of a ratio mean has been known for some 
time. All sampling textbooks describe its use in 
this context. Deming [2] and Kish [7] describe 
its use in the propagation of variance for other 
functions of the basic sample sums. The method 
is also known as the "delta" or 6-method, or sim- 
ply as the linearization method. However, to my 
knowledge, the first detailed published exten- 
sion, specific to survey sampling, of this method 
to more complex first -order estimates is due to 
Tepping [17]. 

When this method is used, we produce an approxi- 
mate estimate of the sampling variance of a sam- 
ple function that is the linear or first term of 
the Taylor series expansion of the first -order 
sample estimate of interest. 

There are actually two, and sometimes three, 
approximation assumptions that are made when this 
method is used. Following Tepping's paper, the 
method can be described as follows: 

Let y = (y1,...,yk) be a vector of sample 

statistics that are linear combinations of 

the primary sampling unit values 

where h is the index over strata and a is 
the psu within strata index. That is, 

H 2 H 

E E yiha E yih 
h=1 a=1 h=1 

Similarly, let E(y) Y 
k) 

be 

the corresponding vector of population val- 
ues. Also, let g(Y) be the first -order 
parameter we wish to estimate by the first - 
order sample estimation function g(y). 

The first assumption to be made is that the sam- 
pling variance of g(y) is approximately equal to 
the sampling variance of the first degree terms 

of the Taylor approximation of g(y) near Y. That 
is, 

VAR(g(y)) VAR(g(Y) +iEl(yi-Yi) (2) 

where the partial derivatives are evaluated at 
y = Y. Since the terms g(Y) and Y(ag(Y) /dYi) are 

constant over all samples,'this reduces to 

k 
VAR(g(y)) VAR( E (=ILI) yi) (3) 

i=1 i 

The terms yi and Yi are linear combinations of 

corresponding values of the psu's, thus of the 



stratum values and Because selection 

is assumed independent between strata, we may re- 
write (3) as 

VAR(g(y)) E Wh VAR( ih) ,(4) 
h=1 

where Wh is the constant "weight" of the hth 

stratum. 

If there are two primary units selected without 
replacement and with equal probabilities fh, from 

each stratum, then we may estimate the variance 
of the by 

var( E 

1=1 
ih 

2 

(5) 
i i=1 

where yihl and yih2 are the sample totals from 

the two psu's of the hth stratum. Keyfitz [6] 

called early attention to this simple form for 
two primary sampling units. If Wh 1 and = f 

for all h =1,...,H, our estimate of VAR(g(y)) is 

var(g(y)) = 

(1-f) E yihl 
adYY) 

2 
.(6) 

h=1 i 

In order to use this estimate, we should ideally 
have values for the constants ag(Y) /dYi. Of 

course, if these were known, we would probably 
know g(Y) and would not need to make the estim- 
ate g(y). These constants must be estimated from 
the sample at hand. Thus, we have the second 
approximation assumption associated with this 
method. 

It is commonly assumed that this substitution of 
sample values for population values does not 
greatly increase the error in this estimate of 
variance. However, this is only a conjecture. 

Balanced Repeated Replication (BRR) Methods 

More complete descriptions and discussions of 
balanced repeated replication methods for comput- 
ing estimates of sampling errors have already 
appeared in a number of developmental papers [4, 

5, 8, 9, 10, 11, 12, 14]. However, as is the 
case with the other two variance estimation 
methods, with the exception of an unpublished 
study by Tepping [16] concerning the behavior of 
the Taylor expansion estimates of the variance of 
simple ratios and the research herein described 
[3], no empirical data have been collected that 
deal with the validity and precision of these 
methods. 

The variance estimates produced by BRR can be 
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described as follows: Assume that we have a 
stratified sample design with two primary sam- 
pling units selected from each stratum with equal 
probability f (srs). Let S denote the entire 

sample; let Hi denote the ith half -sample formed 

by including one of the two primary units in each 

of the strata; and let Ci denote the ith comple- 

ment half -sample, formed by the primary units in 
S not in H. 

If we form k half -samples Hi,...,Hk and corres- 

ponding complement half -samples C1,...,Ck, then 

we may produce four BRR type estimates of vari- 
ance of the first -order estimate g(S). 

Half Minus Total - -H(g(S)) 

(1_ (g(H )-g(S)) 
2 

Complement Minus Total - 

(1-f) 
(g(C )-g(S))2 k 

i=1 
i 

(8) 

Sum of BRR -H and BRR -C - varß -S(g(S)) 

H(g(S)) 
+ varBRR- C(g(S)) 

(9) 
2 

Half Minus Complement - varB D(g(S)) 

k 
(1-f) 

E (g(Hi) - g(Ci))2 (10) 
i =1 

There are several methods for choosing the pat- 
tern of primary units that form the repeated half 
and complement half samples Hi and Ci. The meth- 

od used in my empirical research is known as 
"full- orthogonal balance." For a more complete 
description of the method, see [10, 11]. 

As previously noted, each of the second -order es- 
timates actually estimates the variance of a lin- 
earized form of the first -order estimate. In the 
case of the four BRR estimates, this lineariza- 
tion of g(S) is 

E + g(C)) . 

Because of the interchangeability of Hi with Ci, 

the forms BRR -H and BRR -C possess the same expect- 
ation. As a result, their mean, BBR -S, shares 
this equality. The BRR -H and BRR -C forms should 
be viewed as estimates of BRR -S, which are less 



costly to compute. For the moment, we will elim- 
inate the -H and -C forms of BRR from our discus- 
sion. If the function (11) has bias which is 
linearly decreasing in the number of primary sam- 

pling units, the BRR -S form (as well as the -H 

and -C forms) gives an unbiased estimate of the 

mean square error of (11). 

Under any circumstances, the form BBR -D is an un- 

biased estimate of variance for (11) [8, 9]. 

Jack -Knife Repeated Replication (JRR) Methods 

The term jack -knife repeated 'replication des- 
cribes a set of second -order estimation methods 

that were motivated by the Tukey jack -knife esti- 
mation procedure [1, 18] and by BRR. 

With BRR methods, each of the k replications es- 
timates the variance of the entire sample. With 

the JRR methods, each replication gives us a 
measure of the variance contributed by a single 
stratum. The technique used to measure this 

stratum variance contribution was suggested by 

the Tukey jack -knife method for variance esti- 

mates formed by leaving out replicates of the 

sample. The specific procedures described below 

appear in the literature for the first time here. 

JRR estimates of the variance are computed as 
follows: Assume that we have an epsem, strati- 

fied sample design with two primary sampling un- 
its selected with equal probability f, from each 
of H strata. Let S denote the entire sample; let 

(i =1 ..... H), denote the replicate formed by 

removing from S one of psu's in the ith stratum, 

and including twice the other psu in the ith 
stratum. Let (1= 1,...,H) denote the comple- 

ment replicate formed from S by interchanging the 

psu's in the ith stratum that are eliminated and 
duplicated. The four JRR estimates of the vari- 
ance of the first -order estimate g(S) are: 

Estimate I (JRR -H) 

H 

varJRR-H(8(S))- (1-f) E (g0 )-g(S))2 (12) 

i-1 

Estimate II (JRR -C) 

H 
varJR11-C(8(S))- (1-f) E (8(CJi)-8(S))2 (13) 

i-1 

Estimate III (JRR -S) 

H(g(S)) 
(g(S)) 

varJRR-S(8(S))-. 
2 (14) 

Estimate IV (JRR -D) 

H 
varJRR-D(S(S)) 14f (8(J)-g(CJi))2 (15) 

From (15), the linearization associated, in a 
loose fashion, with the JRR estimates is of the 
form 

H 

(8(Ji) + g(CJi)) (16) 
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As is the case with BRR, the JRR forms suffixed 
with -H and -C share the same expectation with 
each other and with JRR -S. These two former 
forms should be considered as cheaper to compute 
but less precise forms of JRR -S. As we did with 
BRR -H and BRR -C, the forms JRR -H and JRR -C will 
be, for the moment, eliminated from our discus- 
sion. 

Implementability 

For all three variance estimation methods (TAYLOR 
-1 form only; BRR-2 forms, BRR -S and BRR -D; JRR- 
2 forms, JRR -S and JRR -D), as applied to first - 
order estimates which are functions of total sam- 
ple first and second moments, much of the cost of 
computation is directly related to the number of 
strata; not to the total sample size. All three 
methods require only one pass (by the computer) 
over the entire set of individual cases. In this 
single pass sums, sums of squares, and sums of 
cross products, are computed for each of the 
2 x H psu's that constitute the entire sample. A 
simultaneous accumulation over psu's yields in- 
termediate statistics for the total sample. All 
subsequent computations are performed on these 
psu and total sample "intermediate statistics." 

If the TAYLOR method of variance estimation is 
used, the intermediate statistics for the total 
sample, the in (1), are used to produce the 

sample estimates of the required partial deriva- 
tives ag(Y) /dYi. Given these partials, we then 

use the psu intermediate statistics to form the 

k 
terms E paired psu. su (ag(Y))y for each p aired 

i 
iha 

squared differences of these terms (6) yield the 
estimate of sampling error. 

When the BRR method of variance estimation is 
used, one pass over the set of 2 x H psu inter- 
mediate statistics is required to form a half - 
sample and its complement. The half -sample in- 
termediate statistics are formed by the accumula- 
tion of one of the two sets of psu intermediate 
statistics from each of the H strata. The com- 
plement half -sample intermediate statistics are 
formed by subtracting the half -sample intermedi- 
ate statistics from the intermediate statistics 
for the total sample. The required first -order 
estimates g(S), g(Hi), and g(Ci) are produced 

from the intermediate statistics from the total 

sample, the ith half -sample, and the ith comple- 
ment half -sample. These terms are manipulated as 
in (9) and (10) to form the BRR -S or BRR -D esti- 
mate of sampling error. 

The computation required for the JRR estimates of 
sampling error are essentially the same as those 
required for BRR, with the exception of the form- 
ation of the replicates and complement replicates. 

To form the ith replicate, we subtract from the 
total sample intermediate statistics the inter- 
mediate statistics from one of the psu's in the 

ith stratum, and add to this the intermediate 
statistics from the other psu in the stratum. 
Reversing the labeling of the psu's within the 

ith stratum, we repeat this procedure to form the 



ith complement replicate. 

In terms of time requirements, the TAYLOR method 
of variance estimation is optimal for relatively 
simple first -order estimates. This includes sim- 
ple ratio means, differences of ratio means, and 
simple ratios of ratios. The TAYLOR method be- 
gins to lose its time advantage when the compu- 
tations required to make sample estimates of the 
partial derivatives become more time -consuming 
than the time required to form the half or repli- 
cate samples. Although the point at which this 
occurs is somewhat dependent on the number of 
strata, we have found that the computation of 
sampling errors for simple correlation coeffic- 
ients and simple or multiple regression coeffic- 
ients is equally time- consuming with all three 
methods. For even more complex first -order esti- 
mates, the expression of the partial derivatives 
in closed form may be beyond our mathematical 
ability and in this case we must use either BRR 
or JRR. 

At the University of Michigan Survey Research 
Center, we have not as yet found these forms for 
partial and multiple correlation coefficients, 
although this certainly does not mean that they 
do not exist. 

This final observation points out a strength of 
JRR and BRR methods for variance estimation. If 

we can specify the first -order estimate g(S) and 
if we can assume that g(S) is reasonably close to 
(g(Hi) + g(Ci)) /2, then we can compute an esti- 

mate of the sampling error of g(S) with BRR or 
JRR. 

Reliability and Validity 

So far I have described three methods of estima- 
ting sampling errors and have commented on their 
implementabilíty and relative costs. Now we must 
deal with the question of how well these esti- 
mates perform. It would have been preferable if 
we had general analytic and non -assymtotic com- 
parisons of these three methods. However, to 

date, efforts in this area have not yielded use- 
ful results. Following a tradition among stat- 
isticians that goes back at least as far as 1907, 
when W.S. Gossett, writing under the name "Stu- 
dent," selected 750 simple random samples from a 
population of criminals' left middle finger meas- 
urements in order to evaluate his theoretical de- 
rivation of the distribution of the sample mean 
divided by its estimated standard error [15], I 

empirically compared and evaluated all three var- 
iance estimation methods, using three clustered 
and stratified sample designs which called for 

the paired selection of primary sampling units 
(approx. 14 elements) from 6 strata (approx. 170 
elements), 12 strata (approx. 340 elements) and 

30 strata (approx. 847 elements). For a more 
complete description of this study, which made 
use of data from the Current Population Survey of 
the U.S. Bureau of the Census, the reader is di- 
rected to Frankel [3]. The three methods (five 

variants: TAYLOR, BRR -S, BRR -D, JRR -S, JRR -D) 
wer' used to estimate the sampling error of sim- 
ple ratio means, differences of ratios, simple 
correlations, and multiple regression coeffic- 
ients. BRR and JRR methods were used to estimate 
sampling errors for partial and multiple corre- 
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lation coefficients. 

Several criteria were used in evaluating the rel- 
ative merits of the variance estimation methods. 
First, we looked at their bias, their variance 
and their mean squared error. None of the three 
methods appeared to be singularly optimal under 
any of these criteria. 

Somewhere along the line, we realized that none 
of these criteria actually told us what we wanted 
to know. We decided that the designation of a 
statistically best variance estimation technique 
should be based on a measure of how well the 
technique allowed the analyst to make valid in- 
ference statements about first -order estimates. 
Put another way, we decided that our prime inter- 
est was not in variance estimation, per se, but 
in variance estimation as an imput to inference 
statements. 

For this reason, we chose as our ultimate evalu- 
ative criteria the degree to which these three 
variance estimation techniques would yield esti- 
mates, var (g(S)), that made the approximation. 

g(S) - E(g(S)) 
t(H) 

var(g(S)) 
(17) 

most valid. For each of the five estimation 
forms, TAYLOR, BRR -S, BRR -D, JRR -S, and JRR -D, we 
computed the proportion of times this ratio, 
(g(S) - E(g(S)),/ var(g(S)), computed for each 
sample selected under a particular design, fell 
within the symmetric limits + 2.576, + 1.960, 
+ 1.645, + 1.280, and 1.000. Table -1 shows 
these proportions when this ratio is distributed 
exactly as a Student's t random variable, and 
Tables 2 -6 show these proportions for the five 
different variance estimation forms. Since the 
expected proportions vary with the degrees of 
freedom, in this case equal to the number of 
strata, these proportions are shown separately 
for each of the three sample designs studied. 
The proportions were averaged over first -order 
estimates of the same type. There were 6 means, 
12 differences of means (D.MEANS) and simple cor- 
relations (CORR.S), 8 multiple regression coeffi- 
cients (BETAS), 6 partial correlation coeffi- 
cients (PARTIAL R.S) and 2 multiple correlation 
coefficients (MULTIPLE R.) involved in these av- 
erages. 

For all types of first -order estimates studied, 
we find the average proportions (rounded to two 
places) produced by the BRR -S estimates (Table 3) 
agree at least as well, and in most cases better, 
with proportions predicted by Student's t, than 
proportions produced by any of the other variance 
estimation methods (TAYLOR, BRR -D, JRR -S, JRR -D). 

Although there is some variability between first - 
order estimate types and between the various sam- 
ple designs (sizes), the proportions produced. 
with BRR -S estimates, within symmetric intervals, 
agree excellently with those predicted by Stu- 
dent's t for all first -order estimates except the 
multiple correlation coefficients (See Tables 1 

and 3). 

Although the BRR -S method does produce estimates 
of variance that are optimal under the criteria 
we have chosen, we find that the other methods 
are often very close seconds. A measure of this 



closeness is given in Table 7 which is derived 
from Tables 2 -6. Happily, this table indicates 
that when we are dealing with first -order esti- 
mates that are ratio means and differences of 
means, all methods perform about equally well. 
Thus, given the research at hand, we can tenta- 
tively recommend the following optimal (both in 
terms of computing costs and our chosen statis- 
tical criteria) strategy be followed for produc- 
ing sampling errors of first -order population 
estimates. 

1. Use the Taylor method for ratio means, differ- 
ences of ratios and other similar forms. 

2. Use BRR -S for more complex regression -related 
statistics; correlations and regression coef- 

ficients. 

3. Given 1 and 2, one can feel fairly safe in 
using the approximation 

(S) - E(g(S)) 

var(g(S)) t(H) 

in order to generate either classical or Bay - 
esian inference statements. 

TABLE 1 

PROPORTION OF STUDENT'S T AREA WITHIN SELECTED INTERVALS 

Degrees Of 
Intervals 

Freedom +2.576 +1.960 +1.645 +1.282 +1.000 

6 .9580 .9023 .8489 .7529 .6441 

12 .9757 .9264 .8741 .7760 .6630 

30 .9848 .9407 .8896 .7903 .6747 

.9900 .9500 .9000 .8000 .6827 

TABLE 2 

SAMPLE ESTIMATE - EXPECTED VALUE, DIVIDED BY TAYLOR ESTIMATE OF STANDARD ERROR 
PROPORTION OF TIMES WITHIN STATED LIMITS 

6 STRATA DESIGN 

Statistic(s) +2.576 +1.960 +1.645 +1.282 +1.000 

Means 0.9483 0.8879 0.8329 0.7379 0.6279 

D. Means 0.9450 0.8842 0.8372 0.7381 0.6306 

Corr.S 0.9158 0.8367 0.7744 0.6708 0.5631 

Betas 0.9421 0.8733 0.8146 0.7167 0.6029 

Partial R.S. 
Multiple R. 

12 STRATA DESIGN 

Means 0.9712 0.9192 0.8646 0.7625 0.6542 

D. Means 0.9653 0.9078 0.8525 0.7539 0.6358 

Corr.S 0.9333 0.8589 0.8028 0.7050 0.5992 

Betas 0.9662 0.9121 0.8496 0.7437 0.6217 

Partial R.S. 
Multiple R. 

30 STRATA DESIGN 

Means 0.9819 0.9431 0.8881 0.7844 0.6537 
D. Means 0.9821 0.9433 0.8842 0.7742 0.6429 
Corr.S 0.9650 0.8983 0.8362 0.7225 0.6025 
Betas 0.9787 0.9319 0.8837 0.7781 0.6612 
Partial R.S. 
Multiple R. 
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TABLE 3 

SAMPLE ESTIMATE - EXPECTED VALUE, DIVIDED BY BRR -S ESTIMATE OF STANDARD ERROR 

PROPORTION OF TIMES WITHIN STATED LIMITS 

6 STRATA DESIGN 

Statistic(s) +2.576 +l.960 +1.645 +1.282 +1.000 

Means 0.9558 0.9042 0.8450 0.7562 0.6450 
D. Means 0.9500 0.8997 0.8497 0.7578 0.6483 
Corr.S 0.9475 0.8864 0.8358 0.7386 0.6250 
Betas 0.9662 0.9150 0.8600 0.7683 0.6642 
Partial R.S. 0.9567 0.9083 0.8550 0.7661 0.6511 
Multiple R. 0.9350 0.8950 0.8233 0.7383 0.6133 

12 STRATA DESIGN 

Means 0.9721 0.9221 0.8700 0.7692 0.6612 
D. Means 0.9658 0.9117 0.8617 0:7614 0.6458 

Corr.S 0.9553 0.8967 0.8439 0.7578 0.6397 

Betas 0.9733 0.9337 0.8746 0.7733 0.6529 
Partial R.S. 0.9661 0.9117 0.8694 0.7544 0.6250 
Multiple R. 0.9200 0.8500 0.7900 0.6767 0.5500 

30 STRATA DESIGN 

Means 0.9825 0.9444 0.8906 0.7894 0.6569 
D. Means 0.9829 0.9462 0.8875 0.7783 0.6475 
Corr.S 0.9725 0.9108 0.8617 0.7533 0.6325 
Betas 0.9825 0.9381 0.8900 0.7887 0.6706 
Partial R.S. 0.9550 0.8967 0.8442 0.7533 0.6450 
Multiple R. 0.9125 0.8250 0.7350 0.6375 0.5275 

TABLE 4 

SAMPLE ESTIMATE - EXPECTED VALUE, DIVIDED BY BRR -D ESTIMATE OF STANDARD ERROR 
PROPORTION OF TIMES WITHIN STATED LIMITS 

6 STRATA DESIGN 

Statistic(s) +2.576 +1.960 +1.645 +1.282 +1.000 

Means 0.9533 0.8996 0.8404 0.7487 0.6379 
D. Means 0.9481 0.8950 0.8450 0.7503 0.6436 

Corr.S 0.9411 0.8761 0.8189 0.7131 0.6069 

Betas 0.9587 0.8996 0.8433 0.7446 0.6446 
Partial R.S. 0.9467 0.8900 0.8283 0.7272 0.6111 

Multiple R. 0.9033 0.8217 0.7583 0.6417 0.5467 

12 STRATA DESIGN 

Means 0.9721 0.9208 0.8687 0.7667 0.6579 
D. Means 0.9656 0.9097 0.8594 0.7586 0.6422 

Corr.S 0.9492 0.8883 0.8344 0.7397 0.6264 

Betas 0.9700 0.9250 0.8654 0.7646 0.6412 

Partial R.S. 0.9583 0.9006 0.8456 0.7267 0.6011 

Multiple R. 0.9067 0.8150 0.7400 0.6067 0.5067 

30 STRATA DESIGN 

Means 0.9819 0.9437 0.8894 0.7881 0.6569 

D. Means 0.9825 0.9454 0.8867 0.7779 0.6462 

Corr.S 0.9696 0.9083 0.8550 0.7467 0.6212 

Betas 0.9812 0.9369 0.8881 0.7831 0.6687 

Partial R.S. 0.9533 0.8925 0.8350 0.7433 0.6300 

Multiple R. 0.8975 0.8100 0.7175 0.6125 0.4975 
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TABLE 5 

SAMPLE ESTIMATE - EXPECTED VALUE, DIVIDED BY JRR -S ESTIMATE OF STANDARD ERROR 
PROPORTION OF TIMES WITHIN STATED LIMITS 

6 STRATA DESIGN 

Statistic(s) +2.576 +1.960 +1.645 +1.282 +1.000 

Means 0.9508 0.8942 0.8362 0.7421 0.6329 
D. Means 0.9464 0.8939 0.8397 0.7428 0.6367 
Corr.S 0.9311 0.8633 0.8047 0.6992 0.5906 
Betas 0.9521 0.8833 0.8304 0.7312 0.6200 
Partial R.S. 0.9367 0.8683 0.8100 0.7050 0.5950 
Multiple R. 0.9117 0.8400 0.7800 0.6600 0.5600 

12 STRATA DESIGN 

Means 0.9712 0.9200 0.8662 0.7650 0.6554 
D. Means 0.9653 0.9083 0.8558 0.7561 0.6375 
Corr.S 0.9439 0.8750 0.8261 0.7308 0.6167 
Betas 0.9675 0.9162 0.8542 0.7496 0.6283 
Partial R.S. 0.9494 0.8883 0.8256 0.7106 0.5822 
Multiple R. 0.8950 0.8133 0.7383 0.6333 0.5167 

30 STRATA DESIGN 

Means 0.9819 0.9431, 0.8887 0.7856 0.6537 

D. Means 0.9821 0.9433 0.8842 0.7742 0.6433 

Corr.S 0.9658 0.9021 0.8471 0.7346 0.6137 
Betas 0.9800 0.9325 0.8844 0.7787 0.6631 
Partial R.S. 0.9458 0.8792 0.8192 0.7250 0.6183 
Multiple R. 0.8950 0.7925 0.7025 0.5950 0.4950 

TABLE 6 

SAMPLE ESTIMATE - EXPECTED VALUE, DIVIDED BY JRR -D ESTIMATE OF STANDARD ERROR 
PROPORTION OF TIMES WITHIN STATED LIMITS 

6 STRATA DESIGN 

Statistic(s) +2.576 +1.960 +1.645 +1.282 +1.000 

Means 0.9500 0.8912 0.8337 0.7396 0.6329 
D. Means 0.9458 0.8889 0.8389 0.7400 0.6353 

Corr.S 0.9292 0.8553 0.7944 0.6892 0.5814 

Betas 0.9454 0.8796 0.8258 0.7262 0.6142 

Partial R.S. 0.9300 0.8561 0.7961 0.6906 0.5772 

Multiple R. 0.8850 0.8033 0.7350 0.6133 0.5133 

12 STRATA DESIGN 

Means 0.9712 0.9196 0.8658 0.7642 0.6550 
D. Means 0.9653 0.9083 0.8544 0.7558 0.6369 

Corr.S 0.9428 0.8719 0.8211 0.7217 0.6108 

Betas 0.9671 0.9142 0.8508 0.7471 0.6250 
Partial R.S 0.9450 0.8800 0.8133 0.6994 0.5694 
Multiple R. 0.8850 0.7933 0.7067 0.5933 0.4950 

30 STRATA DESIGN 

Means 0.9819 0.9431 0.8881 0.7850 0.6537 
D. Means 0.9821 0.9433 0.8842 0.7742 0.6433 
Corr.S 0.9658 0.9008 0.8442 0.7333 0.6112 
Betas 0.9794 0.9319 0.8844 0.7787 0.6619 
Partial R.S 0.9450 0.8775 0.8158 0.7225 0.6108 
Multiple R. 0.8875 0.7925 0.6975 0.5825 0.4700 
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TABLE 7 

AVERAGE DEVIATION OF PROPORTIONS FROM THOSE PRODUCED BY BRR -S ESTIMATES 
(IN UNITS OF 0.01) 

First Order Estimates 

Second Order Estimate 
Taylor BRR -D JRR -S JRR -D 

Number Of Strata Number Of Strata Number Of Strata Number Of Strata 
6 12 30 Total 6 12 30 Total 6 12 30 Total 6 12 30 Total 

Means 1.2 0.6 0.4 0.7 0.2 0.0 0.0 0.1 1.0 0.0 0.2 0.4 1.2 0.2 0.2 0.5 

Differences of Means 0.8 0.8 0.6 0.7 0.0 0.2 0.0 0.1 0.6 0.2 0.6 0.5 1.2 0.2 0.6 0.5 

Simple Correlations 5.8 4.0 1.8 3.9 1.8 1.2 0.2 1.1 3.4 2.0 1.4 2.3 4.0 2.8 1.4 2.7 

Regression Coefficients 3.2 2.0 0.8 2.0 0.4 0.4 0.4 0.4 1.8 1.4 0.8 1.3 2.0 1.4 0.8 1.4 

Partial Correlation 
Coefficients - - - 1.6 1.8 1.0 1.5 3.2 3.4 2.0 2.9 3.4 4.4 2.4 3.4 

Multiple Correlation 
Coefficients - - - - 7.0 4.0.2.2 4.4 5.4 3.8 3.2 4.1 9.4 6.1 4.4 6.6 

NOTE: Total is the average for all three sample designs. 

In the few cases where BRR -S proportions were greater than Student's t values, the deviation was 
measured from the hypothesized t value. 
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SAMPLING ERRORS IN PERIODIC SURVEYS 

I.P. Fellegi and G.B. 

Introduction 

The Canadian Labour Force Survey is the 

largest continuing household survey conducted by 
Statistics Canada. Each month about 13,000 
households are selected in cities and towns 15000 
and over in a two -stage sample of city blocks 
and households within and about 13,000 are 
selected in 139 geographic strata in the rural 
areas in four stages beginning with 2 primary 
sampling units in each stratum. More details 
are found in [1]. 

Estimation and Variance Estimation 

Totals of characteristics are estimated by 
formula (1) of the appendix for each of ten 
provinces in Canada. This is a multiple ratio 
estimation formula using projected population 
estimates by age -sex within each province. 

The variance of each characteristic is de- 
fined by formula (2) while the calculation is 
accomplished by formula (3) which may be abbre- 
viated by formula (3a). 

Covariances between estimates one or more 
months apart (commonly twelve months' intervals 
are considered) are calculated by formula (3b) 

by letting X and Y refer to estimates of a given 
characteristic of two different months. 

Variances of the average of successive 
months (say 3 or 12 months) may be readily found 
by formula (3c) by putting ai = 1/3 or 1/12 and 

xi the estimate for any one of the successive 

months being averaged. 

Each month variance estimates are obtained 
for over 40 characteristics and the results are 
produced in TABLES A and B as illustrated in the 
appendix. Similar tables are also produced for 
each province and regions comprising groups of 

provinces. 

Also variance estimates of differences, 
quarterly and annual averages are produced for 
the same characteristics and an illustration of 
the variance of the annual average is given in 
TABLE G in the appendix. 

Uses of the Monthly Variance Calculations 

(1) Consultation by subject matter analysts: 
TABLES A at the Canada level and sometimes at 
provincial level are distributed to different 
departments who consult these regularly along 
with the monthly bulletin. Departments include 
Economic Council of Canada, Bank of Canada, 
Department of Finance, Department of Labour, 
and the Department of Manpower and Immigration. 

(2) Attachment of alphabetic code to each 
characteristic in the monthly bulletin to warn 
users of the extent of sampling error the esti- 
mates may be subject to. These codes range 

Gray, Statistics Canada 
from "a" for the smallest coefficient of vari- 
ation (such as Total Employed at the Canada 
level to "g" for the largest coefficient of 
variation (such as Temporary Layoffs in a small 
region) and the definitions are in the appendix. 
These are not revised each month but each year 
by averaging the coefficients of variation for 
the preceding calendar year. 
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(3) Ongoing control of the survey. Two repli- 

cated population estimates within each stratum 
should be almost the same if the measures of 
size used to derive inverse probabilities for 
blowing up the sample counts in each replicate 
were up -to -date. Varying growth rates and 
operational problems such as errors in the field 
result in large differences between the popula- 
tion estimates attributable to other than 
sampling variability of sample take. A monthly 
control and feedback system is set up for the 
control and correction of such operational prob- 
lems as pinpointed by the monthly variance pro- 
grams. For 300 monthly replicated population 
estimates, investigations are undertaken when- 
ever the differences exceed fifty percent and in 
1970 this phenomenon occurred in more than ten 
percent of the replications. Operational errors 
occurred in about 1/5 of these or about 6 to 8 
errors each month, indicating over time at any 
rate a significant effect upon the operation as 
a result of the regular control and feedback. 

(4) Time Series Information on the Behaviour of 
the Survey Design. Each variance estimate is 
divided by the variance estimate for an un- 
stricted random sample to determine what Kish 
calls in [3] the design effect and what we have 
been calling the binomial factors. These are 
given in TABLE B (See appendix). These binomial 
factors provide useful information on the be- 
haviour of survey design, its possible deterior- 
ation over time, the effectiveness of various 
measures introduced during the life time of the 
survey aimed at diminishing the variance and 
even possibly to a better understanding of the 
behaviour of the labour force characteristics 
themselves. While variances tend to increase, 
the coefficients of variation decrease as the 
sample size or the size of estimates increases. 
The binomial factors thus tend to remain 
stationary with respect to a given sample 
selection and estimation procedure so that the 
factors measure the sample design performance 
with the effect of sample size and size of esti- 
mate as it varies over time removed. 

Further Remarks on the Binomial Factors 

Since 1966, a monthly time series of bino- 
mial factors has been built up for over 40 char- 
acteristics at the Canada and provincial levels, 
broken down by self and non -self representing 
areas. The binomial factors measure the com- 
bined effects of stratification, sampling with 
probabilities proportional to size, and multi- 
stage sampling upon the variances of the esti- 
mates compared with the values when simple ran- 
dom sampling is effected. Stratification and 



sampling with probabilities proportional to size 
tend to reduce the variance if these are effec- 
tive while multi -stage sampling tends to in- 

crease it, the extent of this increase being de- 
pendent on the degree of clustering. 

Analysis of Binomial Factors 

In order to derive any meaningful analysis 

of the binomial factors, it was necessary to 
separate self and non -self representing areas. 
The reason for this lies in the two domains 
being different and in the sample design per- 
taining to the two domains being distinct. The 
inflation of the variance in city blocks of 
cities and towns over the random sample vari- 
ance of a similar estimate tends to be lower 

than the inflation of the variance in the PSUs 

of the rural and small urban areas so that the 
factors in the cities and towns tend to be 
lower. With the two types of areas separated, 
useful and revealing information on the design 
performance may be obtained from a series of 
factors with or without seasonal adjustments. A 
few illustrations will be given, having the im- 
pact of some adjustments in the design as well 
as that of some substantive developments. 

Illustrations of the Use of Binomial Factors 
in Cities and Towns (SRU Areas) 

In the cities and towns three major events 
occurred in the last few years, all three of 
which would be expected to reduce the binomial 
factors: in August 1968 the sample was reduced 
by a factor of 1/3 but this was carried out by 
reducing the within -block sample only, thus re- 
ducing clustering; in August 1969 to December 
1969 a revision of the size measures was carried 
out and this was repeated in the period July to 
December 1970. 

Table I below illustrates the binomial 
factors for Canada SRU Employed from January 
1966 to December 1970 without seasonal adjust- 
ment. The data was seasonally adjusted (not 
shown) and despite the lack of evidence of 
significant seasonality, some interesting in- 
formation was revealed. The seasonally adjusted 
factors averaged 1.06 in the interval Jan -July 
1968 but dropped to 0.99 in the interval Aug - 
Dec 1968 presumably as a result of reduction in 
clustering. The size measure revision appeared 
to have had little effect in Aug.1969 but a 
slight one after July 1970. This does not mean 
that the program for size revision is not bene- 
ficial. Total employed in cities might be too 
aggregated a measure to affect significantly the 
binomial factors. If we look at Table 2 below, 
where the binomial factors are averaged for each 
calendar year between 1966 and 1970 for various 
disaggregations of employed, it is found that the 
tendency is for the factors to increase from 
1966 to 1968 and then decline in 1969 and 1970. 
This phenomenon is particularly noticeable in 
"Construction" and "Community, Business, and 
Public Services ", industries whose employees one 
would expect to find in the suburbs. It might 
thus be hypothesized that revision of size mea- 
sures has a particularly beneficial effect on 
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the variance of those characteristics one in- 
tuitively associates with the suburbs. 

For "Unemployed" and "Unemployed Men ", the 
size measure revisions appeared to have bene- 
fited these characteristics in 1969 but not in 
1970. However, the average figure in 1970 is 
misleading since the general level of an esti- 
mate is not supposed to affect the binomial 
factor but a special effect has occurred which 
has been revealed in the X -11 seasonally ad- 
justed data. Unemployed appears to have become 
more clustered, at least in the cities, re- 
sulting in higher binomial factors as indicated 
by higher than average seasonal factors in 
December and January, especially in the winters 
of 1969 -70 and 1970 -71. Thus the recent high 
levels of unemployment. is seen to be accom- 
panied by increased clustering of the unem- 
ployed. This is an example of how an analysis 
of binomial factors might shed some light on 
some substantive developments related to shifts 
in the geographical concentration of people with 
certain characteristics. 

It appears that subject matter analysts of 
the labour force scene are unaware of this 
analytical tool. Further examples of this per- 
taining to the cities are (1) High binomial 
factors for "Construction" consistently in 
April, indicating an uneven start in construc- 
tion, (2) High binomial factors for "Teenage 
Employed" in May and August, indicating uneven 
commencement and termination of summer employ- 
ment, (3) High binomial factors for Agriculture 
Employed from December to March indicating a 
higher clustering effect in the winter months. 
We can only offer passing judgement on the value 
of the above information but the analysis might 
be explored further. 

Use of the Binomial Factors in Rural Areas 

In the rural areas, there has been a 
noticeable but irregular increase in the bino- 
mial factors between 1966 and 1970, for Total 
Employed and Employed by various industries. 
This increase is presumably attributable to a 
gradual deterioration of stratification and in 
the measures of size used for selection pur- 
poses at various stages of sampling. Some sea - 
sonalities also occur in the rural areas such 
as: (1) "Manufacturing" with a high binomial 
factor in the winter months, attributable per- 
haps to rural population commuting to large 
cities in the winter months, (2) "Unemployed ", 
as in the cities has higher binomial factors in 
the summer. Another interesting phenomenon 
with respect to "Unemployed" has been a re- 
duction in the binomial factors over the past 
two years. So it appears that, without any 
changes in the sample design in the rural areas 
since redesign, the level of high unemployment 
in the past couple years has, in the rural areas, 
become more widespread and hence less clustered 
than in earlier years, resulting in lower bino- 
mial factors. A third case is "Teenage Unem- 
ployed" with high binomial factors in June 
rather than in May as in the cities and towns, 
thus indicating a tendency for rural teenagers 



to look for work closer to the end of the 

school year. 

Possible Extension of Binomial Factor 
Calculations 

The binomial factors show the combined ef- 

fect of stratification, clustering, ratio esti- 

mation, etc. and it is difficult to separate 
these out. Alternative binomial factors are 
given in (i) formula (8a) in the appendix in 

which the variance of a stratified random sam- 

ple estimate is shown, and by dividing the 

actual variance by (8a), one arrives at a new 

binomial factor (8b) which is free of the effect 

of stratification but combines the impact of all 

other design factors, (ii) formula (9) which is 

a "pure" stratification index, (iii) formula (10) 

which assumes unrestricted random sampling in the 
whole province but ratio estimation as in 

formula (1) and (iv) formula (11), which pro- 

vides a "pure" ratio estimation index. 

Cost of Variance Estimation Programme 

The annual cost of running the programmes 

for which both variances and covariances are 

produced monthly is about $22,000 annually, com- 

pared with $1.5 million for the annual budget of 

the Field Operation and processing connected 
with the Labour Force Survey as a whole. 

Table 1: Canada SRU Employed Binomial Factors 

Month 1966 1967 1968 1969 1970 

January 1.000 0.810 1.110 0.850 0.960 
February 0.970 0.820 0.900 0.720 0.920 
March.. 0.850 0.920 1.060 0.900 0.910 
April 0.940 0.870 1.080 0.900 0.890 
May 0.840 0.910 1.080 0.910 0.930 
June 0.990 1.000 0.920 0.860 1.110 
July 1.030 0.860 1.070 0.840 0.900 
August 1.120 1.020 0.940 0.970 0.810 
September 0.900 0.890 1.020 0.850 0.830 
October 1.140 0.970 1.150 0.890 1.060 
November 0.910 1.000 0.950 0.910 0.980 
December 0.720 1.170 1.050 0.890 1.010 
Average 0.951 0.937 1.028 0.874 0.943 

Table 2: AverageAanual Binomial Factors by Year and Type Area for Specified Characteristic 

Characteristic NSRU Areas SRU Areas 
1966 1967 1968 1969 1970 1966 1967 1968 1969 1970 

Employed 1.582 1.502 1.480 1.537 1.738 0.951 0.937 1.028 0.874 0.943 
Employed Agric. 3.545 4.440 4.684 4.115 4.501 3.163 3.281 4.383 4.718 3.368 
Employed Non - Agric. 2.379 2.584 2.429 2.313 1.917 1.013 1.017 1.093 0.932 0.949 
Other Prim.Ind. 3.485* 4.234 4.953 4.449 5.032 3.708* 1.698 1.827 1.822 1.883 
Manufacturing 2.713* 3.291 3.343 2.956 3.292 1.336* 1.301 1.614 1.404 1.347 
Construction 2.002* 2.302 1.846 2.023 1.582 1.382* 1.243 1.351 1.278 1.260 
Comm,Bus.Pers.Serv. 2.541* 2.621 2.495 2.755 2.883 1.929* 1.651 2.069 1.527 1.457 
Public Admin. and 
Defence 2.255* 2.428 2.224 2.571 2.374 1.240* 1.691 1.548 1.915 1.742 

Married Women in L.F. 1.509 1.763 1.410 1.373 1.357 1.072 0.994 1.162 0.927 0.942 
Unemployed 2.269 2.366 2.233 2.162 2.005 1.358 1.347 1.466 1.398 1.514 
Unemployed Women 1.269 1.535 1.507 1.403 1.682 1.214 1.167 1.243 1.165 1.261 
Unemployed Men 2.327 2.195 2.270 2.022 1.756 1.329 1.320 1.342 1.365 1.423 
Unemployed 14 -19 1.381 1.530 1.519 1.646 1.563 1.255 1.216 1.293 1.163 1.274 
Seeking <1 month 1.715 1.644 1.744 1.503 1.638 1.279. 1.262 1.253 1.249 1.253 
Seeking >6 months 1.690 1.928 1.650 2.131 1.886 1.163 1.265 1.346 1.341 1.249 

* 10 months only (January and February excluded) 
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Appendix 
Formulas Used in Estimation and Variance 
Estimation 

Consider a characteristic (such as Un- 
employed, Employed, or any minor characteristic) 
whose sample total in a balancing unit b (sub- 
unit or sections of large cities or metropolitan 
areas,urban or rural portions of selected pri- 
mary sampling units) with type of area j per- 
taining to age -sex category a = xjba. 

Let pjba age -sex category "a" sample total in 

Pa = projected Census population in age - 

= weight pertaining to type of area j 

sex category a at provincial level, 

(large cities, urban or rural), and 

Bib = balancing unit b factor to compen- 
sate for non -response. 

Then estimated total for a province is given by: 
(1) = E Pa (Xa /Pa), 

where 
a 

(la) Xá E Wj E Bjb xjba and similarly for Pa. 
b 

For characteristics pertaining to only 
some of the age -sex categories, only those age - 
sex categories referred to in the character- 
istic are summed over in (1). 

(2) V(X) = 

Rel.Cov. 

Ra Xa/Pa and 

Rel.Var (Xa/Pa)+ E PaPa, 
a=a 

(XaPa)(Xa, /Pa,) where 

is estimated by Ra =Xa /Pa. 

(3) V(X) = Ra h being a stra- 
a 

tum or group of sub -units, where 

Xhk 
Pa ( ak /Pa) 

and Phak E E WJBjb 
a beh j 

xjba(k) 
and similarly for Phak' 

= 

Xh2 and similarly for k =1 or 2 de- 

notes either the two selected primary 
sampling units of a stratum or two groups 
of selected segments in several sub -units 
"h" here denotes a group of sub -units or 
stratum instead of an individual sub -unit 
as in the definition for the estimate. 
Hence, the term "paired area" for h in the 
variance estimation formula. 

By defining Dhx A - E Ra APha' we may 
a 

(3a) write V(X) = E D2 and 
h 

(3b) CV(X,Y) = E Dha Dhy 
h 

Let X = E ai Xi, a linear combination of 
i 
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estimates which may or may not be correlated. 

Then V(X ) = E V(Xi) + 2 E E aiaj CV(X1,X1) 
i j >i 

and V(% = 
i h 

Dhxi 
+ 2 

i 
aiaj 

h 
DhxiDhx 

j 

by substituting 3a and 3b. 
Finally, the estimated variance of X may 

be simplified to: 

V(X ) =E [E ai 
Dhx 

so that to find the 
h i i 

variance of any linear combination of esti- 
mates with constant factors ai such as 

(3c) 

X * =E a 
i 

Xi, we may define a corresponding 
i 

D -value by: 

(3d) a D 

Design Effect 

A random sample variance within type of area 
j (urban, rural self- representing areas)derived 
by assuming a random sample of 1 /W1 of each 

individual without replacement in type of area j 
is given by: 

(4) (W -1) Xj (1 /P1), neglecting the vari- 

ance in and the factor P /(P -1) em- 

ployed in the variance corresponding to a 
hypergeometric distribution. 

Here, Xj /Pa) Wj Bbj xjba and 

similarly for Pj. 

At the self and non -self representing area 
level T say 

BT= E Bj and by defining the variance 
jeT 

estimate for type of area T, 

VT= E we can derive a binomial factor 
j 

given by 

F 
T 
=V 
T 
/B 
T 

for a specific type of area level 

and at the provincial level p. 

F E VT/ E BT and similarly for regions 
Tep Tep 

(groups of provinces) and the Canada level 
by adding the variances and binomial vari- 
ances. 

Other binomial variances and hence bino- 
mial factors may be derived. These have 
not yet been tried out but are presented 
here as a matter of interest. 

Assuming a simple random sample of 1 /Wh of 

persons in each stratum, we may derive the cor- 



responding binomial variance by: 

(8a) BST E (Wh 1) Xh (1 - Xh /Ph). and 
heT 

the binomial factor by: 

(8b) FST 
VT /BST. 

Also, the ratio of two binomial variances 
may be calculated to permit a "pure" strati- 
fication index pertaining to type of area T as 
given by: 

(9) 1ST BT /BST . 

Finally, to permit measurement of the ef- 
fect of ratio estimation, one can derive a vari- 
ance assuming unrestricted random sampling and 
undertaking a ratio estimate procedure and the 
variance is given by: 

(10) AR (Wp -1) 
E %pa (1- $pa /Ppa), 
a 

appropriate only at the provincial level 
since no ratio estimation and the ef- 
fectiveness of the ratio estimation may 
be obtained by deriving a so- called ratio 
estimate index given by: 

(11) IR Bp where Bp = -1) 

(1 - /Pp) based on the assumption of un- 

restricted simple random sampling in the 
whole province instead of summing bino- 
mial variances over types of areas as now 
undertaken. 

Below are illustrations of tables that are 
produced monthly or annually. 

EXAMPLE 1: TYPICAL PAGE IN THE MONTHLY LABOUR FORCE BULLETIN 
SHOWING LETTERED SYMBOLS FOR STANDARD DEVIATIONS 

Table 1 S.D. 
(1) 

1971 1970 1969 

July 

24 

June 
19 

July 

18 

June 

20 

July 

19 

June 

21 

Summary 

Total 

Population 14 years of age and over(2) 15,408 15,372 15,030 15,000 14,651 14,619 

Labour force a 9,068 8,859 8,819 8,677 8,550 8,403 
Employed a 8,554 8,308 8,301 8,148 8,201 8,020 

Agriculture d 612 544 619 569 644 580 
Non -agriculture a 7,942 7,764 7,682 7,579 7,557 7,440 

Unemployed d 514 551 518 529 349 383 

Not in the labour force a 6,340 6,513 . 6,211 6,323 6,101 6,216 

Participation rate (3) a 58.9 57.6 58.7 57.8 58.4 57.5 

Unemployment rate (4) 
Actual d 5.7 6.2 5.9 6.1 4,1 4.6 

Seasonally adjusted 6.3 6.4 6.6r 6.3 4,6r 4.8 

Men 

Population 14 years of age and over(2) 7,632 7,614 7,448 7,433 7,262 7,246 

Labour force a 6,137 5,989 6,020 5,885 5,867 5,743 
Employed a 5,769 5,595 5,649 5,501 5,613 5,469 

Agriculture d 519 469 526 487 543 493 
Non -agriculture a 5,251 5,126 5,123 5,013 5,070 4,976 

Unemployed d 368 394 371 384 254 274 

Not in the labour force b 1,495 1,625 1,428 1,548 1,395 1,503 

- Participation rate (3) a 80.4 78.7 80.8 79.2 80.8 79.3 

Unemployment rate (4) d 6.0 6.6 6.2 6.5 4.3 4.8 

(1) "S.D." Standard deviation. For explanation, see "Reliability of Estimates ", page 8. 

(2) Excludes inmates of institutions, members of the armed services, Indians living on reserves and 

residents of the Yukon and Northwest Territories. 

(3) The labour force as a percentage of the population 14 years of age and 
over. 

(4) The unemployed as a percentage of the labour force. 

r Revised. 
Note: With the exception of Table 2, all statistics refer to 

a specific week, the last day of 

which is indicated. The sums of individual items may not always equal the total because of 

rounding. 
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EXAMPLE 2: EXPLANATION OF SAMPLING ERRORS AND NON- SAMPLING ERRORS 

GIVEN ON LAST PAGE OF MONTHLY BULLETIN 

(a) Sampling Error 
Reliability of Estimates 

than 0.5% of the estimate, the letter "b" indicates that the 
standard deviation is between 0.6% and 1.0% of the estimate 
and so on as shown in the table below. 

The estimates in this report are based on a sample of 

households. Somewhat different figures eight have been ob- 

tained if a complete census had been taken using the same 
questionnaires, interviewers, supervisors, processing, etc. 

as those actually used in the Labour Force Survey. This 

difference is called the sampling error of the estimates. 
In the design and processing of the Labour Force Survey ex- 

tensive efforts have been made to minimize the sampling 
error. The sampling error (expressed as a per cent of the 
estimate it refers to) is not the for all estimates) of 

two estimates the larger one will likely have a smaller per 
cent sampling error and of two estimates of the same size 

the one referring to a characteristic more evenly distri- 

buted across the country will tend to have a smaller per 
cent sampling variability. Aleo, estimate. relating to age 
and sex are usually more reliable than other estimates of 

comparable size. 

(b) Non -sampling Errors 

Errors, which are not related to sampling, may occur at 

almost every phase of a survey operation. Interviewers may 

misunderstand instructions, respondents may make errors in 

answering questions, the answers may be incorrectly entered 
on the questionnaires and errors may be introduced in the 
processing and tabulations of the data. All these errors 

are called non - sampling errors. Some of the non -sampling 
errors will usually balance out over a large number of obser- 
vations but systematically occuring errore will contribute to 
biases. Non -sampling errors can be reduced by a careful de- 
sign of questionnaires, intensive training and supervision of 
interviewers and s thorough control of the processing opera- 
tion. In general, the more personal and more subjective in- 
quiries are subject to larger errors. Also, data referring 

to persons with less stable labour force status will have re- 
latively large non -sampling errors. 

(c) Alphabetic Indicators of Standard Deviation 

The sampling error, as described under (a) is not known. 
A quantity, celled the standard deviation, can however be 
estimated from sample data itself. The standard deviation of 

an estimate is a statistical measure of its sampling error. 
It also partially measures the effect on non - sampling errors, 
but does not reflect any systematic biases in the data. The 

chances are about 68 out of 100 that the difference between a 
sample estimate and the corresponding census figure would be 
less than the standard deviation. The chances are about 95 
out of 100 that the difference would be less than twice the 
standard deviation and abour 99 out of 100 that it would be 
less than 2 1/2 times as large. 

The standard deviations of the estimates, expressed as a 
per cent of the estimates, are indicated by letters. The 
letter "a" indicates that the standard deviation is smeller 

Alphabetic designation of per cent standard deviations 

Alphabetic indicator Per cent standard deviation 

0.0% - 0.5% 

b 0.6% - 1.0% 

1.1% - 2.5% 

d 2.6% - 5.0% 

5.1% - 10.0% 

10.1% - 15.0% 

15.1% - 

The actual standard deviation of an estimate is not the 
same each month. Since the standard deviations of the 
current estimates are not available at the time when this re- 
port is published, the alphabetic indicators are based on the 
average standard deviations during the last year. They should, 
therefore, be interpreted only as indications of the order of 
magnitude of the standard deviations. 

(d) Standard Deviation of Month -to -Month Changes 

A rough upper limit for the standard deviation of the 
difference (change) between two estimates referring to two 
months up to a year apart may also be indicated using the 
table above. For most characteristics published in this re- 

port the standard deviation of the difference between two 
_estimates is likely to be somewhat smaller than the standard 
deviation of the smaller of the two estimates or in the im- 
mediately preceding range. 

For example, suppose that hypothetical estimate in May 
and June was 513,000 and 625,000 respectively and the per cent 
standard deviation of both estimates was indicated by the 
letter "c ",i.e. it was between 1.1% and 2.5 %. The difference 
between the May and June estimates (112,000) would, therefore, 
have a standard deviation which would likely be smelled than 
2.5% of 513,000, i.e. it would likely be smaller than 12,800. 

(e) Current Estimates of Standard Deviation. 

Standard deviations are computed monthly for several 
estimates and month -to -month changes. These are available 
usually in a few weeks after the publication of this report 
and can be obtained on request. Beginning with 1966, an 
annual report on the standard deviations during the last year 
will be released. 

EXAMPLE 3: ANALYSIS OF WEIGHTED AVERAGE FROM SURVEY 235 TO SURVEY 246 

OR FROM JAN. 1970 TO DEC. 1970. WEIGHTS AT BOTTOM OF PAGE. TABLE G 

CANADA 

CHARACTERISTIC WTD. 
AVER. 

S.D. 

AVER. 

PER CENT 
S.D. 

VARIANCE OF AVER. 
NSRU SRU 

1. TOTAL 15016.1 0.0 0.0 0.0 0.0 

2. EMPLOYED 7879.5 19.45 0.2 158.6 219.8 

3. UNEMPLOYED 494.5 7.40 1.5 16.0 38.8 

44. UNEMPLOYED, MEN 373.6 6.21 1.7 11.2 27.3 

45. UNEMPLOYED, WOMEN 120.9 2.81 2.3 2.3 5.6 

46. TOTAL MEN 7440.9 0.0 0.0 0.0 0.0 

WTD. AVER. AND S.D. AVER. IN THOUSANDS. VARIANCE IN MILLIONS 

DENOMINATOR OF WEIGHTS = 12000 
NUM. WTS. = 1 1 1 1 1 1 1 1 1 1 1 0 
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EXAMPLE 4: MONTHLY VARIANCE SUMMARY TABLE B FOR SURVEY 247 JAN. 1971 

CHARACTERISTIC 

CANADA 

ESTIMATE FACTORS VAR.EST /BIN.VAR. 
NSRU SRU NSRU SRU COMB. 

1. TOTAL 4842.2 10379.8 0.0 0.0 0.0 

2. EMPLOYED 2151.4 5516.3 1.94 0.95 1.16 

3. UNEMPLOYED 240.6 427.6 2.18 1.23 1.47 

4. NOT IN LABOUR FORCE 2450.2 4435.8 1.37 0.83 0.95 

5. EMPLOYED, MEN 1567 .0 3535.5 1.08 0.43 0.57 

6. EMPLOYED, WOMEN 584.4 1980.8 1.44 0.81 0.92 

7. EMPLOYED, AGRICULTURE 405.7 32.6 5.02 3.47 4.80 

8. EMPLOYED, NON- AGRICULTURE 1745.7 5483.7 2.21 0.96 1.21 

9. USUALLY WORK 35 -99 HRS. 1527.9 4779.0 1.99 0.87 1.09 

10. AT WORK 35 HRS. OR MORE 1357.6 4353.2 1.97 0.90 1.10 

11. AT WORK LESS THAN 35 HRS. 170.2 425.8 2.59 1.20 1.47 

12. DUE TO ECONOMIC REASONS 25.8 58.1 1.43 1.04 1.12 

13. DUE TO OTHER REASONS 144.4 367.7 2.95 1.22 1.55 

14. USUALLY WORK -34 HRS. 217.8 704.7 1.72 1.12 1.22 

15. WITHOUT WORK & SEEKING WRK 214.7 395.3 2.44 1.19 1.50 

16. SEEKING FULL TIME WORK 210.4 374.4 2.45 1.16 1.49 

17. SEEKING PART TIME WORK 4.3 20.9 1.58 1.17 1.22 

18. ON TEMPORARY LAYOFF 25.9 32.3 3.37 1.99 2.43 

19. SEEKING UNDER 1 MONTH 42.2 88.0 1.80 1.29 1.40 

20. SEEKING 1 -3 MONTHS 106.3 148.9 2.56 1.21 1.61 

21. SEEKING 4 -6 MONTHS 35.1 81.6 1.84 1.42 1.51 

22. SEEKING MORE THAN 6 MOS 31.2 76.9 1.80 1.19 1.32 

23. PERSONS 14 -19, EMPLOYED 205.7 439.4 1.39 0.82 0.94 

24. PERSONS 14 -19, UNEMPLOYED 52.4 76.0 1.43 0.95 1.09 

25. PERSONS 14 -19, NOT IN L.F. 656.2 1092.2 0.45 0.37 0.39 

26. UNEMPLOYED, CONSTRUCTION 51.0 90.9 1.72 0.89 1.09 
27. UNEMPLOYED,LABOURERS 40.1 61.4 1.30 0.94 1.04 

28. OTHER PRIMARY INDUSTRIES 115.2 89.3 4.25 1.72 2.85 

29. MANUFACTURING 394.2 1320.3 2.44 1.38 1.56 

30. CONSTRUCTION 120.0 268.9 1.75 1.26 1.36 

31. TRANSP.& OTHER UTILITIES 176.6 500.8 2.11 1.58 1.68 

32. TRADE 318.4 1009.6 1.77 1.31 1.39 

33. FINANCE INSUR.& REAL ESTATE 51.4 331.8 1.87 1.33 1.38 

34. COMMUNITY,BUS.& PERS. SER 474.1 1576.3 2.31 1.14 1.34 

35. PUBLIC ADMIN. & DEFENCE 95.8 386.8 2.48 1.75 1.85 

36. IN LABOUR FORCE,MEN 1768.8 3851.8 0.58 0.34 0.39 

37. IN LABOUR FORCE,WOMEN 623.2 2092.1 1.33 0.74 0.84 
38. IN LABOUR FORCE,MALES 55& 300.4 557.1 0.68 0.28 0.38 
39. IN L.F.,MARRIED WOMEN 397.3 1167.8 1.10 0.90 0.93 
40. PAID NON - AGRIC. WORKERS 1520.6 5116.1 1.93 1,22 1.36 

41 PAID WORKERS 1575.9 5134.6 1.86 1.20 1.33 
42. PAID WORKERS,MEN 1090.7 3246.9 1.27 0.60 0.72 

43. PAID WORKERS,WOMEN 485.2 1887.8 1.44 0.89 0.97 

44. UNEMPLOYED,MEN 201.7 316.3 1.95 1.23 1.43 

45. UNEMPLOYED,WOMEN 38.8 11.3 1.39 1.12 1.17 

46. TOTAL MEN 2481.6 5059.8 0.0 0.0 0.0 

ESTIMATES IN THOUSANDS 
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EXAMPLE 5: MONTHLY VARIANCE SUMMARY TABLE A FOR SURVEY 247 JAN. 1971 

CHARACTERISTIC 

CANADA 

EST. S.D. PER CENT VARIANCE ESTIMATES 
S.D. NSRU SRU 

1. TOTAL 15222.0 0.0 0.0 0.0 0.0 
2. EMPLOYED 7667.7 31.64 0.41 361.5 639.9 
3. UNEMPLOYED 668.2 14.50 2.17 78.7 131.4 
4. NOT IN LABOUR FORCE 6886.0 28.51 0.41 259.5 553.2 

44. UNEMPLOYED,MEN 518.1 12.53 2.42 58.9 98.2 
45. UNEMPLOYED,WOMEN 150.1 6.46 4.31 9.0 32.8 
46. TOTAL MEN 7541.4 0.0 0.0 0.0 0.0 

EST AND S.D. EQUALS ESTIMATE AND STANDARD DEVIATION IN THOUSANDS 
VARIANCE ESTIMATE IN MILLIONS 
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JACKKNIFING FOR VARIANCE COMPONENTS IN COMPLEX SAMPLE SURVEY DESIGNS 

Ralph E. Folsom, David L. Bayless, and Babu V. Shah 
Research Triangle Institute, Research Triangle Park, N. C. 27709 

1. INTRODUCTION 

The variance components methodology presented in 

sections two and three of this paper extends re- 
sults of Seeger (1970) which were developed for 
sampling designs with equal probability selection 
from effectively infinite populations at each 
stage of sampling. We have shown that Seeger's 
simple analysis of unweighted means also works 
for linear statistics from a class of highly 
stratified three stage designs allowing PPS 
selection. The trick will be to use properly 
expanded -up last stage responses as the basic 
variables of analysis. 

In order to accommodate the non - linear statistics 
which are commonly used with such complex designs, 
we have developed in section four a multi -stage 
extension of the Quenouille (1956) -Tukey (1958) 
Jackknife. 

2. NOTATION AND MODEL 

The class of sampling designs that we have consi- 
dered are stratified three stage designs with 
PPS selection at the first two stages and equal 
probability sampling at the last stage. To sim- 
plify our presentation, we assume that first 
stage units are sampled "with" replacement and 
are subsampled independently each time they are 
selected. Second and third stage units are se- 
lected "without replacement." 

To establish the link with Seeger's variance 
components methodology, we will work with the 
expanded up last stage responses in equation (1). 

Yijk MijYijk/pipj/i 
(1) 

where the small p's are relative size measures 
for the first and second stage units and Mij is 

the number of third stage units in the (ij) -th 
secondary unit. The cap -Y represents some 
characteristic of population unit (ijk). Notice 
that if only one unit was selected at each stage 
of sampling then yijk would be the Horvitz - 

Thompson (1952) estimator for the population 
total 

N S. M. 

Y+++ = Yijk (2) 

i =1 j =1 k =1 

In general, the Horvitz -Thompson estimator for 

Y+ ++ 
can be written as the average of our small - 

y variables; that is, 

n s. m. 
113 

Y+++ = Y... = /nsimi (3) 

i =1 j =1 k =1 j 

We have defined five variance components associ- 
ated with the various stages of sampling in our 
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design. Four of these components can be defined 
simply in terms of the "effects" presented in the 
"model identity" of equation four. 

yijk = + pi + + ek/ij 

where 

= Y+++ 

pi 
= (Y1. /p. 

- 

- 
Y1. /131 .) 

Ek/ij 
= 

(Yijk Yij+/pipj/i). 

(4) 

For a balanced sample selected "with replacement" 
at each stage, one can show that 

= y.) = /n + 
/P 

+ /nsm (5) 

where the components are defined 

2 
CN 

2 

= 
i =1 

Si 
2 

NC 

2 
oS/P 

2 
= 

N 

S. 

MC1 2 
0K/S 

= 
i=1 j=1 

For our "without" replacement sampling at stages 

two and three, we need two more components. The 

second stage component involves normalized joint 

inclusion probabilities 8.., /i= 

and squared differences 

= - )2 as follows 
/i 

Si 

VS/P 
i1 

N 

PiVS/P(i). 
i=1 



The third stage "without replacement" component 
is 

2 

Sl 

2 
= kl 

Si 

= 
i=1 

(7) 

The variance of the Horvitz- Thompson estimator 
for a balanced version of our design can now be 
written in the simple form of equation (8) where 
the cap - sigmas are linear composites of our five 
separate components 

Var(Y+++ 
y...) = EP/n + E/P/ns + 

(8) 

with 

2 2 2 2 
- (VS/P - 

2 2 2 2 
= {VS/P 

- (VK/S - 

2 2 
EK/S VK/S 

For explicit derivations of these results, see 
Folsom, Bayless, and Shah (1971). 

3. UNBIASED ESTIMATION 

With the sampling structure and components defi- 
nitions outlined in section 2, we can show that 
the following simple unbiased estimators are 
available for our cap -sigmas 

= (MS 

2 
ES/P 

= (MSS/P MSK/S) 

2 

EK/S 
MSK/S 

where the MS's denote the following "analysis 
of unweighted means" type mean squares 

MSP = y...)2/(n-1) 
i=1 

s. 
n 

- )2/n(si 1) 
i=1 j=1 

s 

= Yi..)2/nsi(si-1) 
j=1 

MSK/S 
i=1 j=1 k=1 

n si mij 
2 

/S i=1 k=1 

The derivation of expected mean squares which 
leads to the estimators in equation (10) is de- 
tailed in Folsom, Bayless, and Shah (1971). Un- 
biased estimates for the five separate components 
are also presented in the report cited above. 

MULTIPLE -STAGE JACKKNIFING 

Our contribution to the Jackknife procedure in- 
volves partitioning the variance of a non -linear 
statistic such as in equation (12) 

= (12) 

into components like our cap -sigmas. The (plus) 
on the little y's (sample totals) in (11) indi- 
cate summation over h = 1(1)H strata. Estimates 
for are first formed from pseudo -replicates 
obtained by successively deleting the data from 
sampling units at a particular level of the de- 

sign. These estimates as they occur in equation 
(13) are subscripted by a minus sign followed by 
labels for the deleted sampling unit. 

Jehijk- 
nhshimhijB 

nh(shi-1)8-hij 

- nhshi(mhij-1)8-hijk 

(13) 

Equations (14) and (15) demonstrate the form of 
the replicate estimator when a first stage unit 
is deleted 

9-hi 

with 

(14) 

(10) Y-hi(r) = Y+...(r) - IYhi..(r) - Yh...(r)]/(nh-1) 

(15) 
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If results from classical theory hold up in this 
finite population context, then we would 
expect the average of our pseudo -values shown in 
equation (16) to have less bias than in (12). 

= (16) 

h=1 i=1 j=1 k=1 

For a linear statistic, the Jackknife estimate in 
(15) reduces to (12). To estimate variance com- 

ponents for the jackknifed statistic, we substi- 
tute unweighted means of the pseudo -values into 

the mean squares in equations (11). This is 

spelled out for the first -stage component in 



equation (16) 

JE2 = (JMS - JMS8/P) 

where 
H 

JMS= (JBhi 
h=1 1=1 

and variance components estimators already available 
for linear statistics, the Jackknife and Taylor 

(16) series linearizations provide direct extensions 

of these results to non -linear statistics. Our 
limited empirical results show that these two 

methods produce very similar results for ratios. 

In summary, we feel that the Jackknife repli- 

cation technique with our extension will prove to 
be a very useful method of variance and variance 

components estimation for complex sample statistics. 

H nh shi 
JMS' 1 (J8 )2/n s (s -1) 

i=1 j=1 
hij hi h hi hi 

5. EMPIRICAL RESULTS 

The P- Values in Table I represent ratio estimates 
computed from a stratified three -stage sample of 
High School Seniors conducted by the Research 
Triangle Institute for the National Center for 
Educational Statistics. Although the small 
sample sizes involved in this pretest make it 
impossible to draw any general empirical con- 
clusions, it is interesting to note that 

1. The Jackknife and Standard P- Values are 
numerically equivalent, indicating little 
or no bias in the combined ratio estimate. 

2. The Jackknife Components for the last two 

stages are numerically equivalent to 
corresponding "Taylor Series" estimates 
with only a slight difference at the PSU 

stage. 

The "Taylor Series" linearization alluded to in 
point 2 above is a direct extension of Tepping's 
(1968) results to our variance components setting. 

6. DISCUSSION 

Although our variance components methodology was 
developed for a particular sample, it applies to 
a fairly wide class of stratified three -stage 
designs. The "with replacement" at the first - 
stage simplifies the mean squares, but it is not 
crucial to the application of our Multi -stage 
Jackknife. This Jackknife shares with Taylor 
series linearization the property of producing a 
pseudo -value which is associated with a particular 
last stage unit. By borrowing the form of variance 
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TABLE I 

TAYLOR SERIES (TS) AND JACKKNIFE (JK) 

P- VALUES AND VARIANCE COMPONENTS 

Variance Components x 104 

Item Description of PSU Pair Student Total?/ 

Code Item 
P V1 =EP(+) V2= /P(t) V3 V= Var(P) 

JP TS JK TS JK TS JK TS JK 

A Highest Education 
of Parents is Less 

15 15 35.61 35.46 8.72 8.73 91.18 98.18 14.84 14.92 

Than High School 

B Definite or Likely 
Goer to College 

43 43 3.66 3.93 21.49 21.49 246.4, 246.4 8.81 9.01 

C Plan to Attend 59 59 13.20 13.47 17.67 17.67 242.9 242.9 11.39 11.50 

College 

D Don't Belong to 
a Minority Group 

88 88 4.43 4.44 9.55 9.55 88.77 88.77 4.55 4.56 

+ Average over Four 51 51 14.22 14.32 14.36 14.36 169.1 169.1 9.90 10.00 

Items 

1/ 
= 

Sum of Student Weights with Attribute 

Sum of All Student Weights 

104V= MS (+)/3. See Section 5 for the 

formulas of MS (+). 
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VARIANCES OF THE CURRENT POPULATION SURVEY, INCLUDING WITHIN- AND BETWEEN -PSU COMPONENTS 

AND THE EFFECT OF THE DIFFERENT STAGES OF ESTIMATION 

Martha J. Banks and Gary M. Shapiro, U.S. Bureau of the Census 

I. Introduction 
The important results in this paper are given 

in the tables in Section IV. The tables contain 
various results from the Census Bureau variance 
program used for the Current Population Survey 
(CPS) that are felt to be useful in planning for 
and estimating variances for other household 
surveys. 

Section II gives a summary of the sample de- 

sign and estimation procedures of CPS which are 

useful in an understanding of the results of this 

paper. These features, as well as other aspects 

of the sample not covered here, are described 

completely elsewhere/$7. This section can be 

skipped by persons already fully familiar with 
the survey. Section III describes the variance 

program now in use. 

II. Description of the Current Population Survey 
(CPS) 

A. Nature of the CPS. CPS is a sample survey 
conducted monthly for the Bureau of Labor Statis- 
tics by the Bureau of the Census to obtain na- 
tional estimates of employment, unemployment, and 

other characteristics of the labor force. Becau* 

of the sample design, the survey can be and is 

used to produce estimates for a wide variety of 

other demographic characteristics for the popula- 
tion as a whole, as well as for various subgroups; 
of the population. 

B. Sample Design. Since January 1967, the 
monthly CPS sample has consisted of about 48,000 
eligible households in 449 first -stage sampling 
units (primary sampling units, or PSU's) com- 
prising 863 counties and independent cities. Be- 
ginning in July 1969; the overall sampling rate 
for the survey has been 1 in 1240. The 449 

were selected out of 357 strata. Of the 357 
strata, 112 consist of only 1 PSU. Such PSU's 

are' necessarily in sample and are called self- 
representing (SR). The sampling rate within each 
of these PSU's is 1 in 1240. The other 245 strata 
contain more than one PSU each, and the sample 
PSU's from these strata are called non -self- 
representing since a sample PSU from one of 
these strata also represents the other PSU's in 
the same stratum. 

The 245 strata were grouped into 122 pairs of 
strata with one stratum left over. From each 
of strata, one stratum was picked at random, each 
with equal probability. From each selected 
one PSU was chosen with probability proportionate 
to the 1960 populations of the PSU's. The sample 
size to be taken from the chosen PSU was deter- 
mined such that the effective sampling rate within 
the stratum was 1 in 1$60 (i.e., 3/2 x 1240). 

From each of the remaining 122 strata not se- 
lected, two PSU's per stratum were independently 
chosen with probability proportionate to size. 
Since the choices were independent, it was pos- 
sible for the sample P be either the same 
or different. In the thirty strata where the two 
choices were the same, this procedure simply re- 
:suits in twice as large a sample within each 
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twice - chosen PSU as would have been the case if 

the PST were chosen only once. The one unpaired 

stratum left over was handled similarly. 
C. Selection of the Sample Within the Sample 

The object of subsampling within each of 

the sample PSU's was to obtain a self weighting 
probability sample of housing units and units in 

special places. The housing units were selected 

in segments containing, on the average, about six 

housing units. 

The selection of a sample of segments within 

each proceeded in several stages as follows: 

1. Selection of a sample of the enumeration 

districts used in the 1960 Census of Population 

and Housing. The enumeration districts used in 

the Census were geographic areas, usually with 
well- defined boundaries and containing, on the 

average, about 250 dwelling units. 
2. Subdivision of each enumeration dis- 

trict into segments. 
3. Selection of a sample of segments in 

each of the selected enumeration districts. 

There were two types of sampling used within 

enumeration districts. List sampling of units 

enumerated in 1960 was used primarily in urban 

areas and area sampling was used primarily in 

rural areas. 

A subsample of building permits from a sample 

of areas where such permits were required and 

available used for most of the newly con- 

structed units. Where such permits were either 

not required or not available, the newly con- 

structed units were picked up in area -sample 

enumeration districts. In list -sample enumera- 

tion districts, however, the newly constructed 

units were pickedu by a successor check, which 
is described in /8/. 

D. Rotation of the Sample. The rotation sys- 

tem used in the CPS may be described as follows: 
1. The entire sample is divided into eight 

equal, separate, systematic subsamples, referred 

to as rotation groups. One new rotation group is 

introducted into the survey each month, and one 

old one is replaced. 
2. Each new rotation group is included in 

the survey for four months, then is excluded for 

eight months, then is returned for an additional 

four months. The chart presented in exhibit A 

below, shows in a simplified form, how the rota- 

tion system operates. Examination of the chart 

will make clear the important characteristic that 

in any month, six of the eight rotation groups in 

sample will have been in the survey for the pre- 

vious month, i.e., there will always be a 75 per- 

cent month -to -month overlap. Also, half of the 

rotation groups in any month will have been in the 

survey exactly a year before. 

EXHIBIT A CPS ROTATION CHART 

1971 March. . . 1 2 3 4 . . .5678 
April. . . . 2 3 . . 6 7 8 1 

may .....3456...7812 

1972 March 5 6 8... 1 2 3 4 



E. Estimation Procedure. To arrive at a find 

estimate, adjustment for nonresponses is made, 
two stages of ratio estimation are applied, and 
the preceding month's data is utilized to form a 
composite estimate. 

1. Adjustmentfbr Nonresponse. -For all units 
except large special places, strata are combined 
into 76 groups containing from one to nine strata 
each. The ratio of the designated sample to the 
interviewed sample within each of six race -resi- 
dence categories is used as the adjustment for 
noninterview. 

The basic weight of 1240 (which is the 
inverse of the overall sampling fraction) for an 
individual record is then multiplied by the ap- 
propriate factor. The adjustment for nonres- 
ponse is a little different in the large special 
places, but the effect is about the same. 

2. First Stage Ratio Estimate Adjustment. - 
The purpose of the first -stage ratio estimate is 
to reduce the contribution to the variance 
arising from the sampling of PSU's, i.e., the 

variance that would still be associated with the 
estimates if all households in every sample PSU 
were included in the survey each month. 

The first -stage ratios are based on 
1960 Census data and are applied only to sample 
data for the NSR PSU's. For the NSR PSU's in 
each of the four Census regions, a ratio is com- 

puted for each of six race -residence groups as 
follows: 

1960 Census Pop. in Race- Residence Group for 
NSR Strata in Region 

Estimates of this Pop. Based on 1960 Census 
Pop. for Sample 

The basic weight for all records from NSR strata 
is then multiplied by the appropriate ratio of 
this type, on top of the previously applied non - 
interview factor. 

3. Second -Stage Ratio Estimate Adjustment. - 
The second -stage ratio estimate factor adjusts 
sample estimates of the U.S. population in a num- 
ber of age- sex -race groups to independently de- 
rived current estimates of the population in each 
of these groups. These independent estimates are 
prepared each month by carrying forward the most 
recent Census data to take account of subsequent 
aging of the population, mortality, and migration 
between the U.S. and other countries. The CPS 
sample returns, after application of the non- 
interview adjustment and first -stage ratios are, 
in effect, used only to determine the percentage 
distribution of the population within each age - 
sex -race group by employment status and various 
other characteristics. 

4. Composite Estimate. -The last stage in 
the preparation of estimates is the derivation 
of a composite estimate. The composite estimate 
is a weighted average of two estimates for the 
current month for any particular item. The first 
of these two estimates is the result of the two 
stages of ratio estimates described above. The 
second estimate consista of the composite esti- 
mate for the preceding month to which has been 
added an estimate of the change from the pre- 
ceding month to the present month, where the 
estimate of change is based on the six rotation 
groups common to the two months (about 75 percent 
of the households in sample in the current month). 
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For such a composite estimate to be un- 
biased, the weights for the two components must 
add to 1. In CPS, the weights used are each 1. 

III. Variance Estimation in the CPS 

A. Background. In the past decade, the Censers 
Bureau has used several methods of variance com- 

putation for the CPS data. The two most reliable 

of these have been a replication method and a 

paired difference method based on work by 

Keyfitz./77 
The CPS replication variance program used 20 

replications. Although some attempt at 

to improve the reliability of the variance es- 

timates was made, the more effective balancing 

procedures developed by McCarthy were not 

used. contains a description of the re- 

plication method as used by the Census Bureau. 
The Keyfitz method estimates variances an- 

alytically. Basically, it ". . amounts to 

calculating a linear combination of sample totals 

for each primary sampling unit, and then es- 

timating the variance of the sum of those linear 

combinations." /57 Since Keyfitz's original 

article, Tepping /57 has given a more eloquent 

and general formulation of the variance method. 
67 and contain detailed descriptions 

of the Keyfitz method as used by the Census 
Bureau. 

B. Basic Theory. In the Keyfitz formulation, 

the basic idea is that 

E(xl - x2)2 + x2) provided that 

E(xl) = E(x2). 

Key theorems in /17 give simple expressions 
for the relvariance of a ratio and of a sum of 
ratios, e.g., 

= - - 

Ex 
s an estimate for the half of the 

s Ke1itz cluster." (The meaning of "Keyfitz 
cluster" is clarified below.) 

In the Tepping formulation the Taylor series 

approximation, to terms of the first degree, is 

written out for the estimate of interest. The 

variance of the Taylor approximation is then 

computed directly. 
C. Treatment of SR PSU's. Variances are com- 

puted differently for SR and NSR PSU's. The SR 

PSU's are collapsed into 18 clusters. Subcluster 

1 of a Keyfitz cluster (the in the above 
is an estimate for sue -cluster 1 of the 

s Keyfitz cluster) consists of four of the eight 

rotation groups, and subcluster 2 consists of 
other four. The Keyfitz method is applied four 
different times for different combinations of the 
rotation groups. The four resulting variance es- 
timates are then averaged, giving a more reliable 
result than if only one combination had been used. 

D. Treatment of NSR PSU's. For NSR PSU's two 
techniques are applied. One technique is the one 
described above, with each subcluster consisting 
of four rotation groups. This technique, ap- 
plied to SR PSU's, gives an estimate of total SR 
variance, but applied to NSR PSU's, it gives an 
estimate of the NSR within PSU variance only. 

For estimating the total NSR variance, there 
are 123 Keyfitz clusters, each consisting of one 
of the pairs of strata as described in II.B. For 
each pair of strata, there are three sample PSU's, 



two from one stratum (denoted by Al and A2) and 
one from the second stratum (denoted by B). For 
variance purposes, Al and B can be thought of as 
representing only the PSU's in their respective 
strata; while A2 can be thought of as representing 
all PSU's in both strata. Thus, for all PSU's, 
there is a between -PSU- within -stratum variance 
component, but for only 1/3 of the PSU's there is 
also a between -stratum component. In order to 
reflect this in an unbiased fashion, a weighted 
average of two variance estimates pi formed . 
The first is of the form (A1 - A2) , and includes 
an unbiased estimate of the between -PSU variance 
but no between - stratum variance. 

The second is of the formiA1 + A2 - B)2, and 
2 

includes a between - stratum variance as well. 
Weights of 7/12 and 1/9, respectively, were de- 
rived for these two terms to produce the desired 
unbiased variance estimate. 

E. Census Computer Program. The computer 
program is written to estimate variances for 45 
simple totals (such as total unemployed persons). 
(The figure of 45 is an upper limit determined by 
computer storage space considerations.) However, 
the program can also compute a limited number (10) 

of covariances, so that with a little arithmetic, 
variances of simple ratios (such as the unem- 
ployment rate) can also be estimated. Estimates 
of within -PSU variance, between -PSU variance, and 
between - stratum variance are computed as well as 
total variance. Separate variance estimates are 
also produced for each of the several estimators 
for the unbiased estimate (includes noninterview 
adjustment), the first -stage ratio estimate, the 
second -stage ratio estimate, the first - and 
second -stage combined ratio estimate, and the com- 
posite estimate. Further, variances of both 
monthly level and month -to -month change are pro- 
duced. (The latter is produced only for the 
first -and second -stage combined ratio estimate 
and for the composite estimate.) Also, for the 
unbiased estimate and the first -stage ratio es- 
timate, the variances for estimates for SR PSU's 
only and for NSR PSU's only are given. 

IV. Data from Keyfitz Variance Program 

A. Introduction. Now we get to the heart of 
the paper: Presentation of tables. All of the 
tables contain actual data. Nothing completely 
new and unexpected is presented. Most tables 
substantiate theoretical work for which there 
previously has been little or no empirical 
verification. 

It should be noted that the number of digits 
shown in the tables are not an indication of the 
reliability of the estimates. In general, the 
last digit or two are of doubtful significance, 
but the figures were left unrounded so that the 
reader can manipulate them as desired before 
rounding. 

B. Tables 1 and 2. Both Tables,1 and 2 
record the design effects (Deff's):/ for each of 

1/ Within the Census Bureau, the term "Factor 
over Random" is used instead of design effects, 
since it is the factor that expresses the amount 
of variance over and above simple random sampling 
variance. 

42 

the items in the variance program for unbiased 

estimates and the first - and second -stage com- 

bined ratio estimate (i.e., noncomposite es- 

timate). The figures are ratios of the actual 

monthly CPS variances (using an annual average of 

the monthly data) divided by the variances appro- 

priate for a simple random sample of persons and 

an unbiased estimate Here, p represents 
the proportion computed from the sums of the 

twelve monthly CPS estimates of totals. In 

Table 2, for a characteristic like "Unemployed 

males of Negro and other races," the denominator 
of p is males of Negro and other races, 16 and 
over (14 and over for 1965 and 1966). For the 

same characteristic (and all other character- 

istics) in Table 1, the denominator of p is Total 
Persons, 16 and over. Only those characteristics 
which are subsets of age- sex -race groups for which 

independent control totals are used in the ratio 
estimation are included in Table 2. 

In comparisons between Deff's in 

Tables 1 and 2, there are small increases in 

Table 2 for relatively rare characteristics like 

"Males who are agriculture employed ", but rather 

large increases in Table 2 for the more frequent 

characteristics like "Females in civilian labor 

force ". These more frequent characteristics are 

the ones most helped by the second -stage ratio 

estimate factors, as indicated by the'unusually 

small Deff's for the first - and second -stage com- 

bined ratio estimate in Table 1. In contrast, 

the Deff's in Table 2 for these more equent 

characteristics are more in line with the Deff's 

for other types of characteristics in Table 1. 

Table 2 Deff's are primarily applicable under 

two circumstances. One circumstance is if one is 

drawing a sample from a universe consisting of 

only a restricted age - sex -race group (e.g., males 

16 -19). The second is if you are actn,11y inter- 

ested in the percentage of persons in a restricted 
age- sex -race group. (In this case, however, only 

the Deff's for the first and second -stage combined 

estimate are applicable.) 
In comparing the unbiased estimate and ratio 

estimate, note that without a single exception, 
the ratio estimate reduces the variance. In 

general, as would be expected, the characteristics 
possessed by a relatively large percentage of the 

population are helped most by the ratio estimate. 

The effect of the ratio estimation is rather 
dramatic for these "large" characteristics. For 

the unbiased estimate, these "large" character- 

istics have among the largest design effects, 

while for the ratio estimate they have the lowest 

Deff's. The one characteristic possessed by a 

small percent of the population that is very much 
helped is "Employed persons of Negro and other 

races ", but this characteristic constitutes a 

large percentage of total persons of Negro and 
other races in certain age -sex categories for 
which independent controls are used. 

For the unbiased estimate, only rural popula- 

tion and agriculture employed characteristics have 

Deff's as high as the "large" characteristics. The 

Deff's for these rural items are significantly 

reduced by the ratio estimate, but they still re- 

main relatively high. This obviously reflects the 
highly clustered nature of these populations. 



Since 1967 is the year that the present sample 
design was instituted, one other thing to look for 
in Table 1 is the difference between the Deff's 
for 1967 through 1969, and those for 1965 and 
1966. The only really significant differences 
occur for agriculture employed and rural farm 
items and for the items "At school" and "Self - 
employed". For all of these items, the Deff's are 
smaller for the recent years for the unbiased es- 
timate, but interestingly enough, not for the 
ratio estimate. (In fact, for "At school ", the 
Deff's are actually larger for the ratio es- 
timate for recent years.) 

An important change which was made in the 
method of estimating variances for 1967 is almost 
certainly responsible for the differences for the 
agriculture employed and rural farm items. Be- 
ginning in 1967, the program provided an unbiased 
estimate of variance, whereas previously the pro- 
gram used a collapsed - stratum estimate which is 
upward- biased because it contained a between - 
stratum component. A change in the sample design 
in 1967 permitted this improvement. Table 3 can 
be used to estimate the magnitude of this bias 
(see Section IV.C). Its elimination is probably 
the reason for the large reductions among agri- 
culture employed and rural farm characteristics, 
since these characteristics have very large be- 
tween -PSU components of the total variance. 

This change is also undoubtedly partially res- 
ponsible for the difference for the "Self- employed' 
item, since about 25 percent of the self -employed 
are in agriculture. 

A change in the population base used for labor 
force data is probably responsible for the dif- 
ference for the "At school" item. The tabulation 
change is that all characteristics after 1966 are 
tabulated for the civilian noninstitutional pop- 
ulation 16 and over whereas in the previous 
years, 14 and 15 year olds were also included in 
the tabulations. Obviously, this cange can be 
expected to have important effects for this item, 
while at the same time affecting other items only 
slightly. 
C. Table 3. Table 3 gives the ratio of the 

total between - variance (sum of the between -PSU 
and "between- stratum variance ") to the total 
variance, and the ratio of the between - stratum 
variance to the total variance. See Section 
M.D. for the meaning of'between - stratum 
variance." 

Since both of these between - variance estimates 
are derived the subtraction of one variance 
estimate from another, they are not very reliable. 
For this reason the ratios of between to total 
variance vary so from year to year that even the 
3-year average shown in the table is only a crude 
measurement device, as the negative ratios in- 
dicate. It can be clearly seen, however, that the 
overwhelming component of variance is within -PSU 
variance rather than between -PSU or between - 
stratum variance. 

Items involving agriculture employed and those 
employed as wage and salary workers have rela- 
tively high total between variance; while for unem- 
ployment items, it is relatively low. The average 
ratio of total between variance to total variance 
is .114 for agriculture employed, .121 for wage 
and salary workers, and .011 for the unemployed. 
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It is rather surprising to see the results for 
the rural population. One would expect these 
items to have high positive ratios rather than 

the largest of all the negative ratios. Although 
the ratios for all three years are negative, only 
the ratio for one year is a large negative. 

When a collapsed - stratum variance estimation 

procedure is used for a sample design where there 
is only one sample PSU in each stratum, the var- 
iance estimate is an overestimate due to the in- 
clusion of a "between - stratum variance." The 
data in Table 3 can be used to estimate the rela- 
tive magnitude of this bias in the variance es- 
timate for the CPS design that was in effect 
prior to 1967. In that design the strata were 
the same as the present strata, but there was 
only one sample PSU per stratum. 

The magnitudes of the between- PSU- within- 
stratum variance and the "between - stratum vari- 
ance" (as calculated by a collapsed - stratum pro- 
cedure) for the previous design are approximated 
by multiplying the corresponding estimates from 
Table 3 by 1.5 and 9.0 respectively. 

Thus, in the former design, for the "Average 
of all items ", the ratio of between -PSU variance 
to total variance can be estimated as .159 
f159 (1.5) (.051 - .011) + 9(.01117, with the 
099) term representing the bias of the between - 

PSU variance estimate. Note that in this case, 
the bias represents about 60 percent of the be- 
tween -PSU variance estimate. 

D. Table 4. The composite estimate is the 
weighted average of two estimates for the same 
characteristic, as explained in Section II.E.4. 
Table 4 presents the ratio of the variance of the 
composite estimate to the variance of the first - 
and second -stage combined ratio estimate (i.e., 
the noncomposite estimate) for both estimates of 
monthly level and of monthly change. 

In general, the composite estimate reduces the 
variances somewhat, but this is not always the 
case. For unemployment items, "Part -time usually 
full time" items, and for the item "With a job, 
not at work ", the use of the composite estimate 
increases the variance. 

A composite estimate that weighted the two 
component estimates differently would be be better 
for these items. In 1963, Gurney determined 
the optimal weights for various items. She 
estimated, for example, that for unemployment 
data, weighting the noncomposite estimate by .7 
and the other estimate by .3 would result in a 
variance lower than either the present composite 
estimate or the noncomposite estimate. In con- 
sidering the estimation procedure for CPS, it 
was decided to use a single pair of weights that 
would be reasonably good for all items, rather 
than different weights for different items, in 
order to minimize complications. 

For each characteristic, the use of the com- 
posite estimate helps the estimate of monthly 
change more (or hurts it less) than it does the 
estimate of monthly level. This is as expected, 
since the composite estimate makes use of the 
previous month's estimate. On the average, the 
variance on the estimate of monthly level is 
reduced by 4 percent, while the variance on 
monthly change is reduced by 19 percent. 



E. Table 5. Ofentimes, order to increase 
reliability, several months' worth of data are 
accumulated and averaged. The first four columns 
of Table 5 present the reduction in variance ob- 
tained by using 3, 6, 9 or 12 consecutive months' 
worth of data rather than a single month's data. 
It is also frequently necessary to estimate the 
variance of the estimated difference between two 
months' data. The ratios presented in the last 
two columns are of the form: 

VAR(x -y) 
VAR(x) + VAR(y) ) 

For the first of these 

columns, x and y represent estimates for adja- 
cent months; while for the last column, they 
represent estimates for two months a year apart. 
The data in this table results from a special 
computer program, as well as the regular Keyfitz 
program. 

It should be remembered that for CPS, each 
rotation group is in sample four months, ex- 
cluded eight months, and then returned for four 
(see Exhibit A in Section II.D). This results in 
a 75 percent monthly overlap of rotation groupa 
and a percent overlap of rotation groups for 
year -apart data. The figures in the table would, 
of course, be different with a different rotation 
scheme. 

Looking at the "average" part of the table 
(the first four columns) there are wide differ- 
ences among items. Items for which the corre= 
lation over time is low, such as unemployment 
items, are helped considerably by multiple -month 
data; while items for which the correlation over 
time is high, such as agriculture employed and 
rural items, are helped only a little. The CPS 
sample design is such that when a segment drops 
out of sample, it is replaced another segment 
which is in close geographic proximity. Thus, 
there is a correlation not only between identical 
rotation groups but between non -identical rota, 
tion groups. For example, if all the people in a 
segment are rural farm, then all the people in 
the replacement segment are also likely to be 
rural farm. Because of the rotation scheme, a 
hypothetical item with perfect correlation be- 
tween identical rotation groups 1.00) and no 

elation between different rotation groups (= 0.00) would cause the 3 -month variance to 
besreduced to .78 of the monthly variance. (See 
appendix for the calculation of .78) Since, for 
example, the agriculture -employed figure is .83, 

this means that the correlation between non- 
identical rotation groups must be at least .23, 

as can be calculated from formula 5 in the 
appendix. 

The fifth column of the table gives a ratio of 
the variance for a difference of two adjacent 
months to the variance of monthly level. Note 
that for a hypothetical item with perfect corre- 
lation between identical rotation groups and no 
correlation between non- identicala, the ratio 
would be .50. If there were no correlation at all, 
the ratio would be 2.00.' The last column gives a 
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similar ratio for two months a year apart, in- 
stead of two adjacent months. For this ratio, 

perfect correlation between identicals and no 

correlation between non- identicals would yield a 
ratio of 1.00, and no correlation at all would 
yield a ratio of 2.00. 

For the "Average of all items ", the ratio for 
adjacent months is about 45 percent larger than 

the ratio for data a year apart. This is as ex- 

pected, since not only are there fewer identical 
rotation groups for the latter, but the passage 

of time usually reduces the correlation both be- 
tween identicals and between non- identicals. 
There seems to be one major exception to this in 
the table - a person's likelihood of being on 
vacation. Thus, "With a job, not a work" is the 
only item that does not have a higher ratio for 
data a year apart than for adjacent months. 

As an example of how to use these columns, a 
good approximation to the variance between ad- 
jacent months' unemployment levels can be ob- 

tained from a single month's variance by multi- 
plying by 1.47. Use a factor of 1.56 to estimate 
the variance of yearly differences in teenage 
employment. 

G. Table 6. The Keyfitz and replication 
methods of estimating variances were referred to 

in Section III. The sixth table uses 1964 data 
to compare the relvariances (variances divided 
by the squares of the estimates) calculated by 
the replication method and by the Keyfitz 
method. This is shown for each of the items the 
two computer programs have in common. Variances 
for both the first - and second -stage combined 
ratio estimate and the composite estimate are 
compared. 

The two methods appear to give consistent re- 
sults, as can be seen from columns 3 and 8. 
However, the replication relvariances vary more 
from month to month than do the relvariances com- 
puted by the Keyfitz method. Columns 4, 5, 9 and 
10 give one -sixth of the range of the monthly 
figures. This approximation to the standard 
error of the relvariance estimates shows, as ex- 
pected, that the Keyfitz method provides much 
more reliable estimates than does the replication 
method (20 replications). Had the McCarthy method 
©of choosing the half - sample been used, the 
replication method would compare more favorably. 

Prior to 1968, there was a minor error in the 
computation of the composite estimate. This has 
been taken into account by a slight adjustment 
in columns 6 and 9. 
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TABLE 1 Design Effects for the Unbiased Estimate and Ratio Estimate for 1965 through 1969 

Characteristic 

Percent of Population 
possessiv characteristic 

Design Effects 
1/ 

Population Population 16+ 
1 

Unbiased Estimate 1st & gnd Stage Combined Est. 
1965 1966 1967 1968 1969 1965 1966 1967 1968 1969 1965 11966 1967 1968 1969 

Civilian Labor Force 
Total 57 57 60 60 60 7.65 9.29 9.49 9.87 10.09 1.16 1.06 .97 1.03 1.15 
Females 20 21 22 22 23 2.54 2.60 2.63 2.72 2.79 1.12 1.07 .94 .93 1.01 
Under 20 yr. 5.4 5.9 5.1 5.1 5.2 1.71 1.90 1.66 1.75 1.97 .82 .79 .62 .67 .69 

Employed 
Negro and Other Races 5.8 5.9 6.2 5.8 6.2 6.03 6.3o 5.25 5.90 6.23 .49 .54 .48 .53 .59 
Males 35 35 36 36 36 3.50 4.48 4.19 4.23 4.23 .32 .32 .28 .28 .31 

Working 1 -14 hours 3.4 3.4 3.0 3.1 3.o 1.73 1.65 1.41 1.62 1.58 1.45 1.31 1.21 1.39 1.29 
Part -Time (1 -34 hr.), usually full - 

time 3.4 3.o 3.6 4.5 4.1 1.97 1.75 1.64 1.85 2.10 1.69 1.51 1.40 1.53 1.78 

Part -Time (1 -34 hr.), usually full - 
time, part -time for economic reasons .85 .72 .92 .78 .77 1.81 1.45 1.42 1.90 1.49 1.63 1.32 1.33 1.77 1.39 

Self-employed 6.4 6.1 5.6 5.3 2.51 2.38 1.85 1.83 1.86 1.46 1.38 1.38 1.45 1.41 
Nonag. Employed 
Total 51 52 55 55 6.63 8.25 8.45 8.81 9.15 1.27 1.18 1.16 1.17 1.23 
Male 32 32 34 34 34 3.44 4.39 4.26 4.27 4.33 .48 .48 .45 .43 .44 
Female 18 19 21 21 21 2.35 2.48 2.50 2.62 2.69 1.11 1.10 .95 .97 1.01 
Working 35 hr.+ 39 39 41 4o 40 4.54 5.65 6.00 5.66 5.62 1.07 1.10 1.13 1.12 1.17 
With a job, not at work 2.5 2.6 2.9 3.1 3.2 1.44 1.60 1.58. 1.66 1.75 1.25 1.32 1.31 1.36 1.44 
Ag. Employed 
Total 3.5 3.1 3.0 2.9 2.6 6.81 6.46 4.30 4.43 4.13 3.21 3.14 3.12 3.30 3.04 
Male 2.9 2.6 2.4 2.4 2.2 5.18 5.06 3.30 3.47 3.23 2.42 2.46 2.48 2.68 2.45 
Female .64 .57 .52 .51 .47 3.21 3.17 2.51 2.55 2.35 2.28 2.34 2.09 2.21 2.04 
Working 35 hr.+ 2.3 2.1 2.0 1.9 1.7 5.43 5.22 3.58 3.45 3.37 2.72 2.69 2.77 2.65 2.60 
Unpaid family workers and self -employed 2.3 2.1 2.0 1.9 1.8 6.63 6.48 3.95 3.91 3.73 2.90 3.02 2.69 2.69 2.53 
Employed as Wage and Salary Worker 
In nonag. 45 47 50 5o 5o 5.80 7.14 7.45 8.09 8.42 1.32 1.27 1.16 1.24 1.39 
In e.g. 1.2 1.0 1.0 1.0 .87 4.08 3.45 3.16 3.61 2.99 3.16 2.82 2.95 3.38 2.86 
In durables or nondurables (mfg.) 14 15 16 16 15 2.78 3.57 3.13 3.41 3.42 1.71 2.10 1.73 1.88 2.05 
In durables 8.1 8.6 9.3 9.2 9.2 2.49 3.34 2.68 2.72 2.67 1.92 2.46 1.89 1.84 1.82 
In construction 2.9 2.9 3.0 3.0 3.0 1.56 1.66 1.54 1.61 1.84 1.28 1.30 1.27 1.31 1.46 
In retail trade 6.8 6.9 7.5 7.5 7.5 1.65 1.77 1.89 1.78 2.08 1.22 1.21 1.33 1.32 1.52 
In service industry, including private 

household workers 
13 14 2.63 2.63 2/ 2/ 2/ 1.80 1.75 2/ 2/ 2/ 

As private household workers 1.6 1.5 1.4 2/ 2/ 1.54 1.53 1.52 2/ 2/ 1.30 1.28 1.22 
Unemployed 
Total 2.7 2.3 2.5 2.3 2.2 1.48 1.43 1.50 1.55 1.56 1.25 1.29 1.27 1.35 1.37 
Wage and salary workers in durables or 

nondurables (mfg.) .60 .60 .65 .56 .56 1.2 3 1.26 1.23 1.31 1.34 1.16 1.17 1.18 1.22 1.27 
White Unemployed 
Males 1.0 .91 .88 2/ 2/ 1.35 1.27 1.23 2/ 2/ 1.25 1.16 1.15 
Females 1.0 .91 .91 1.24 1.26 1.29 1.13 1.14 1.17 
Males, 16 -19 .28 .28 .27 1.17 1.23 1.15 1.08 1.13 1.08 
Females, 16 -19 .26 .26 .26 2/ 1.16 1.19 1.17 1.05 1.07 1.05 

See footnotes at end of table. 



TABLE 1 (Cont'd) Design Effects for the Unbiased Estimate and Ratio Estimate for 1965 through 1969 

Characteristic 

Percent of Population 
possessing characteristic 

1/ 
Effects 

Population 14+ Population 16+ Unbiased Estimate 1st & 2nd Stage CoMbined Est. 
1965 1966 1967 1968 1969 1965 1966 1967 1968 1969 1965 1966 1967 1968 1969 

negro and Other Races Unemployed 

29 

6.4 

3.4 

47 
53 
11 

44 
8.2 

24 
6.1 

3.1 

47 
53 
11 

8.1 

.24 

.28 

.08 

.08 

24 
5.6 
2.9 

46 
54 
11 

46 
5.0 

.22 

.26 

.08 

.07 

25 
5.4 
2.8 

47 
53 

46 
5.1 

.20 

.25 

.08 

.08 

25 
5.1 
2.6 

47 
53 
11 
46 

5.0 

2/ 
2/ 
f/ 
2/ 

15.29 
12.35 
6.67 

4.67 
5.00 

10.89 
3.15 
2.17 

2/ 
2/ 

2/ 

17.36 
12.66 
6.61 

5.74 
6.14 

12.01 
4.12 
2.30 

1.40 
1.49 
1.23 
1.23 

17.88 
7.77 

4.07 

5.23 
5.92 
8.95 
3.89 
1.77 

1.53 
1.53 
1.29 
1.24 

18.66 
7.66 
4.03 

5.20 
6.02 
9.97 
3.78 
1.97 

1.72 
1.52 
1.39 
1.39 

18.34 

7.48 
4.00 

5.20 
5.78 
10.24 
3.75 
1.83 

2/ 
2/ 
I/ 
2/ 

7.95 
5.37 
2.94 

.61 

.71 

2/ 

2/ 
2/ 

11.12 
5.19 
2.77 

0 

.65 

.68 

1.07 
1.19 
1.00 
1.10 

10.01 
5.65 
2.94 

0 

.58 

.90 

1.26 
1.21 
1.12 
1.14 

10.69 
5.63 
3.00 

0 

.52 
1.04 

1.32 
1.28 
1.14 
1.13 

10.62 
5.48 
2.93 

0 
0 
0 

.54 
1.05 

Males 
Females 
Males, 16 -19 

Females, 16 -19 
Rural 
Total nonfarm 
Total farm 
Male farm 
Miscellaneous 
Total Males 
Total Females 
Total Persons of Negro & Other Races 
Household Heads 
At school 

TABLE 2 Design Effects for Characteristics which are Subsets of Age - Sex -Race Groups 
for the Unbiased Estimate and Ratio Estimate for 1965 through 1969 

Civilian Labor Force 
Female 38 39 42 42 43 3.28 3.39 3.56 3.64 3.78 1.44 1.39 1.26 1.25 1.38 
Under 20 Yr. 36 38 49 49 50 2.53 2.88 3.11 3.28 3.77 1.21 1.20 1.17 1.24 1.33 
Employed 
Negro and Other Races 54 57 54 58 12.25 12.88 12.13 13.76 15.59 .92 1.10 1.04 1.09 1.33 
Males 73 73 77 78 78 8.87 11.44 12.32 12.16 12.50 .78 .78 .77 .82 .90 
Nonag. Employed 
Males 67 68 71 73 73 7.35 9.57 10.114 10.33 10.79 .98 1.00 1.04 1.05 1.08 
Females 34 36 38 39 2.94 3.14 3.27 3.40 3.53 1.38 1.39 1.26 1.26 1.34 
AR. Employed 
Males 5.9 5.3 5.1 5.1 4.7 5.35 5.21 3.40 3.57 3.32 2.50 2.53 2.55 2.76 2.51 
Females 1.2 1.1 1.0 1.0 .9 3.22 3.18 2.46 2.56 2.36 2.29 2.36 2.10 2.22 2.05 
White Unemployed 
Males 2.3 2.2 2.1 2/ 2/ 1.37 1.28 1.25 2/ 2/ 1.26 1.17 1.16 
Females 2.0 1.9 1.9 2/ I/ 1.25 1.27 1.30 2/ 2/ 1.14 1.16 1.18 
Males, 16 -19 6.6 6.2 6.2 1.25 1.30 1.22 2/ 1.15 1.20 1.14 
Females, 16 -19 5.6 5.7 5.8 f/ 1.22 1.26 1.23 2/ 2/ 1.11 1.13 1.11 
Negro & Other Races Unemployed 
Males 4.7 4.6 4.3 2/ 2/ 1.48 1.61 1.76 2/- 2/ 1.12 1.32 1.43 
Females 4.9 4.2 7/ 1.57 1.60 1.58 2'/ 1.25 1.26 1.33 
Males, 16 -19 12 12 11 2/ 2/ 1.42 1.47 1.57 1.14 1.27 1.28 
Females, 16 -19 10 10 10 1.40 1.39 1.55 1.23 1.27 1.26 
Rural 

farm 6.9 6.5 6.0 6.0 5.7 6.95 6.86 4.21 4.18 4.13 3.06 2.87 3.03 3.10 3.03 

1/ Twelve months of Keyfitz data were averaged for the numerators of the factors. 
No Keyfitz variance estimate available. 



TABLE 
3 Total Betweenl/ and Between Stratum Variance 

as Proportions of Total Variance, 
1967 -1969 Averages 

1st and 2nd Stage Combined Ratio Estimate 

ABLE 
Ratio of the Variance of the 
Composite Estimate to the 

Variance of the Noncomposite 
Estimate, 1969 Data 

Characteristic 
Total 

Between 
Between 
Stratum 

Ratio of the Annual Averages of 
Monthly Level Monthly Change 

Civilian Labor Force 
Total .099 .019 .8560 .6895 

Females .082 .013 .8384 .6619 
Ages, 16 -19 .037 .006 .9788 .8537 

Employed (Average) .076 .010 

Negro and Other Races .062 .002 .8746 .7799 
Males .065 .019 .8976 .8043 

Working 1 -14 hrs. .069 .002 1.0620 .9583 

Part -time (1 -34 hrs) usually full -time .117 .016 1.2226 1.1478 
Part -time for economic reasons, usually 

full-time 
.090 .010 1.1834 1.0866 

Self -employed .053 .013 .8663 .6992 
Nonagriculture Employed (Average) .048 .012 

Total .036 .014 .8628 .6957 
Males .027 .013 .9061 .8045 
Females .071 .011 .8385 .6398 
Working 35+ hours .050 .014 .9725 .9035 
With a job, not at work .054 .007 1.1485 1.0633 

Agriculture Employed (Average) .114 .017 

Total .123 .016 .9033 .7162 
Males .111 .021 .8899 .7003 

Females .255 .003 .9274 .8223 
Working 35+ hours .105 .026 .8861 .7655 
Unpaid family and self -employed .026 .018 .9095 .6889 

Wage & Salary Workers (Average) .121 .020 

.016 .8560 .6881 In nonagriculture 
In agriculture .288 .016 .9353 .8791 
In durables or nondurables (mfg.) .224 .059 .8373 .5940 
In durables .225 .039 .8280 .6245 

In construction .035 .002 .8319 .7390 
In retail trade .011 .008 .8305 .6893 
As private household workers .024 .8796 .8271 

Unemployed 
Total .023 .008 1.1096 .9939 
Wage and salary workers in 

durables or nondurables (mfg.) 
.008 .010 1.0514 .9714 

White Unemployed 
Males .006 .008 1.0663 .9972 
Females .034 .006 1.0824 1.0044 
Males, 16 -19 -.003 .008 1.1371 1.0453 
Females, 16 -19 .039 .002 1.0926 1.0391 

Negro & Other Races Unemployed 
Males .005 .9706 .9584 
Females .012 -.002 1.1172 .9973 
Males, 16 -19 .014 -.003 1.0223 1.0004 
Females, 16 -19 -.026 -.009 1.1594 .9959 

AVERAGE OF ALL UNEMPLOYMENT ITEMS .011 .003 1.0809 1.0003 

Rural 
Total nonfarm -.136 -.007 .9081 .4382 
Total farm -.130 .019 .8785 .5345 
Male farm -.133 .017 .8736 .5359 

Miscellaneous 
At school .024 .008 .9245 .7996 
Household heads .008 .004 .7693 .5358 

AVERAGE OF ALL ITEMS .051 .011 .9558 .8139 

1/ Total between variance is the sum of between PSU variance and "between stratum" variance. 
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TABLE 5 Ratio of the Variances of Monthly Averages for Three, Six, Nine and Twelve Months' 
to One Month's Estimate and Ratio of the Variance of Differences 

Between Two Months to the Variance of Monthly Level 
1st and 2nd Stage Combined Ratio Estimate, 1969 and 1970 Datai/ 

Characteristic Three 
Months 

Averages of 
Six Nine 

Months Months 
Twelve 
Months 

Differences o 
Two Adjacent Two Months 

Months A Year Apart 
Civilian Labor Force 

Total .75 .58 49 46 .66 1.00 
Females .76 .58 .48 .43 .63 1.11 
Ages, 16 -19 .60 .41 .33 .29 1.12 1.56 

Employed 
Negro and Other Races .72 .53 .40 .70 1.31 
Males .68 .49 .41 .37 .82 1.26 
Working 1 -14 hrs. .53 .34 .25 .21 1.31 1.65 
Part -time (1 -34 Hrs) usually full -time .43 .26 .20 .18 1.67 1.82 

Part -time for economic reasons, usually 
full -time 

.43 .25 .18 .14 1.67 1:88 

Self - employed .77 .60 .50 .47 .61 1.16 
Nonagriculture Employed 

Total .76 .60 .51 .49 .61 1.03 

Males .74 .58 .50 .47 .66 1.12 

Females .76 .58 .49 .44 .62 1.21 

Working 35+ hours .65 .48 41 .38 .97 1.38 
With a job, not at work .43 .25 .16 .13 1.66 1.62 

Agriculture Employed 
Total .83 .69 .61 .58 42 .73 
Males .84 .7o .63 .60 .39 .71 

Females .71 .51 34 74 1.12 

Working 35+ hours .77 .62 .55 .51 .56 .81 

Unpaid family and self - employed .83 .68 .59 .55 .42 .79 

Wage and Salary ubrkers 
In nonagriculture .77 .61 .53 .51 .58 1.03 

In agriculture .77 .61 .53 48 .57 1.06 
In durables or nondurables (mfg) .80 .65 .58 54 .45 .79 
In durables .78 .63 .55 .50 .49 .79 

In construction .72 .50 .38 .31 .68 1.39 

In retail trade .75 .55 44 .37 .64 1.44 
As private household workers .65 .45 .35 .3o .94 1.43 

Unemployed 
Total .51 .31 .23 .20 1.33 1.71 
Wage and salary workers in durables 

or nondurables (mfg.) 
.49 .22 .19 1.38 1.75 

White Unemployed 
Males .48 .30 .23 .19 1.42 1.66 

Females .49 .30 .21 .16 1.40 1.88 

Males, 16 -19 .45 .26 .19 .16 1.59 2.00 

Females, 16 -19 .45 .25 .17 .12 1.60 1.78 

Negro & Other Races Unemployed 
Males .49 .29 .21 .18 1.45 1.84 

Females .47 .28 .20 .17 1.52 1.80 

Males, 16 -19 .46 .29 .22 .20 1.55 1.86 

Females, 16 -19 .47 .27 .19 .16 1.44 1.86 

AVERAGE OF ALL UNEMPLOYMENT ITEMS .48 .29 .21 .17 1.47 1.81 

Rural 
Total nonfarm .90 .79 .76 .73 .22 .64 

Total farm .87 .73 .66 .63 .31 .78 

Male farm .86 .71 .64 .62 34 .78 
Miscellaneous 

At school .60 .42 .34 .30 1.06 1.45 

Household heads .53 .43 40 .57 1.10 

AVERAGE OF ALL ITEMS .66 .48 .40 .36 .92 1.33 

1/ January 1969 through June 1970 data were used. 
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APPENDIX A.- Percent Reduction in Variance Due to 

Use of Three Months' Data Rather than One 

For the estimate of a total (x) based on a single 

rotation group, 2 
(1) VAR(x) = N2 where n is the number of 
sample cases in 1 rotation group and N is total 

population for the country. 

For the estimate of a total based on 1 full 

month's data, 8 2 

(2) VAR(x) = 
(8)2 n 

For the estimate of a total based on 3 consecu- 
tine months' data, 

(3) VAR(x) 
N2 d2 16 

+ 

(24) n n 

2 L 62 
i -1 (24)2n 

where the correlation between identical ro- 
tation groups, and is the correlation between 
non -identical, but matching, rotation groupa. 

In other words 

(4) VAR(x) +9 

(5) 3 

where R = the ratio of the variance of the 
o. monthlyxaverage for three months to the variance 

for one month's estimate. 

If we assume =1 and() = we get = 9 

i.e., there is a z, or 22% reduction in the var 
tance compared t month's data. 
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DISCUSSION 

Walt R. Simmons, National Center for Health Statistics 

1. Comment on Fellegi and Gray Paper. 

1.1 Let me say first that this paper was a pleasure 
to read for at least three reasons: 

A. It presents a simple and operational pro- 
cedure for calculating the approximate 
sampling variance of a statistic from a 
complex survey, without going into a 
welter of the complicating factors which 
are always present, and which worry many 
of us who deal with these matters. 

B. I'm especially pleased to see the pro- 
cedure designed and used not alone for 
securing the standard error of a statistic 

to be published, but as an organized system 
of operational control of the survey. This 
reviewer believes that one of the most 
serious weaknesses in survey work today 
is the failure of survey execution to mirror 
faithfully the design. The control system 
described by Fellegi and Gray, based on 
the variance analysis patterns is good 
medicine for this ailment. 

C. I give a cheer for the recognition that 
there is substantive information in the 
time series of variances compared with 
the simple random model variances that 
goes beyond the usual measure of pre- 
cision of the sample statistics. I agree 
fully that this is a real contribution to the 
information provided to the analyst and 
economist. 

1.2 Let me turn, then, to a few criticisms and 
questions. 

A. I found the notation and presentation in the 
Appendix less clear or clean than it might 
have been. This began with a couple of 
typos in my draft, and with a very skimpy 
definition of the "balancing unit factor" 
Bib at the beginning. It wasn't helped by 
the choice of B for both "balancing factor" 
and "variance," nor the oddly worded in- 
troduction of the symbol h. 

B. A more substantial issue is closely allied 
to one of the strengths of the recommended 
procedure. The estimates of variance 
themselves have a sampling error, of 
course. Thus observed differences be- 
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tween two variances may represent real 
differences, or they may reflect only 
random variation. Analysts need be 
warned of this circumstance, lest they 
draw unwarranted conclusions; just as 
they might from looking at primary statis- 
tics, and disregarding their standard 
errors. Perhaps there should be advice 
to analysts to look at patterns of variances 
rather than a simple variance or pair of 
variances in drawing conclusions. 

C. This variance of estimated variances 
raises another point which is perhaps a 
matter of taste. If one plots estimated 
relative standard errors against a series 
of statistics from a multi- purpose survey, 
he finds generally that the former de- 
creases in a fairly smooth pattern with 
increases in the latter. There are ex- 
ceptions or deviations from a smooth 
curve. Some are real, some are them- 
selves random variation. It seems to me 
that when the statistical agency publishes 
a very large number of estimated vari- 
ances, not all of which will have an inter- 
nal consistency, the consumer is puzzled. 
I lean in favor of publishing a more limited 
number of average or "typical" variances 
or relative standard errors. This point 
has importance, too, when one is focusing 
attention on the ratio of estimated vari- 
ance to the variance of the simple random 
model. If this point of view is not ac- 
cepted, I would argue that seven levels 
of coded published variances are too 
many. It is too many for the consumer to 
keep in mind, and too many because it 
overstates the precision with which the 
variances are estimated. Might not this 
be better: 

a for CV <5% 

b for 5% <CV <15% 

c for CV515% 

1.3 The Canadian linearized variance procedure 
is efficient for estimating variances of means, 



difference of means, and simple ratios. This paper 
does not discuss the problem of estimating vari- 
ance of more elaborate statistics such as re- 
gression coefficients, or of position statistics. 
There another technique - perhaps balanced 
pseudo - replication -is needed. Pseudo- replica- 
tion is useful, too, as a device for discovering 
the relative impact on overall variance of different 
design features and different estimator features. 

1.4 May I say again, I liked this paper. 

2. Comment on Frankel Paper. 

2.1 The Frankel paper is in my judgment one of 
the most significant and satisfying pieces of re- 
search to come out in recent years in the realm 
of applied survey sampling. On the analytic side, 
in survey work, our ultimate objective is usually 
to estimate from sample data a first order statis- 
tic, say 9', of the parameter and then a stand- 
ard error of e', form the ratios , assume 
that the ratio is distributed as t- or normal, about 
a mean of with unit variance. When the sam- 

pling is simple- random, and e is, say a mean, 
both theory and empirical evidence have justified 
this approach. When the survey design is more 
complex, involving ratios, clustering, stages, 
phases post- stratification -and O is a more elab- 
orate parameter such as a median, ratio, or cor- 
relation coefficient, we have not been sure how to 
calculate Se and have been quite unsure of the 
real distribution Frankel's paper, and 
his dissertation behind the paper, have taken 
a long and welcome step toward resolution of 
both problems. 

2.2 All survey samplers should be grateful for 
these results. I'm especially pleased, perhaps, 
because the results confirm the practice that is 
being followed today in the National Center for 
Health Statistics. We use both the linear scheme 
and BRR -which we call Pseudo -replication, and 
which we prefer for its analytic capabilities. The 
BRR approach was evolved by Philip McCarthy, 
building on the work of others while he was search- 
ing for "methods for analyzing data from complex 
surveys," working under an NCHS contract. 

2.3 Frankel did find BRR "best" under his (I 
think, appropriate) criterion in every one of 90 
plus estimates tested. But he found, also, that 
both the Taylor expansion technique and Jack- 
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knife gave acceptable results. For simple statis- 
tics such as means, or ratios, or their differences, 
he endorses the linear approach because it is 
cheaper. For more elaborate statistics, he 
chooses BRR. That seems to be a sound course. 

3. Comment on Banks and Shapiro Paper. 

3.1 To me, the most significant feature of the 
paper is the way in which it extends a Census 
Bureau tradition, and exhibits not merely how a 
sampling variance of a statistic can be estimated, 
but how that estimate or estimating process can 
be further analyzed to tell more about the survey 
design. Recall that their paper explores the Design 
Effect; the contribution of between -PSU and with- 
in-PSU components; the "bias" of between -PSU 
estimates of variance in the usual collapsed 
stratum operation; the impact of the rotation 
patterns of CPS; the impact of the composite 
estimator; comparative estimators: linear and 
replication; and variance of the variance esti- 
mators. All of these matters -and others -are 
important, and deserve attention. 
3.2 Banks and Shapiro say that the linear scheme 
and replication give essentially the same result- 
i.e. they have empirically the same expected 
value. I would not quarrel with their conclusion; 
indeed, my own experience tends to support the 
declaration. But their evidence in the paper for 
the statement is not overly strong. For example, 
for what should be the best estimate (total labor 
force), the two estimated rel- variances differ by 
34% of the smaller one (about 1.5 times the esti- 
mated standard error of that difference.) This 
isn't entirely comforting. 

3.3 The authors conclude that the linear scheme 
provides much more reliable estimates than the 
replication because typically, the former has a 
standard error of the order of that of the latter. 
The evidence on this point is the consequence of 
a good many factors, some of which I'm in no 
position to assess. But I would note two: 

A. The replication variability would be re- 
duced if more replicates were used -for 
example, if 40 rather than 20 were used, 
variance of the variance would be greatly 
reduced. 

B. What effect on estimating variance of the 
variance in the linear case does the drop- 
ping of 2nd order terms have? 



4. Comment on Folsom, Bayless and Shah Paper. 

4.1 First, I apologize for not having had time to 
study this paper as carefully as the other three. 
In particular, I have not attempted to verify the 
rather extensive mathematics in the paper. 

4.2 If, indeed, they have developed a technique 
for producing unbiased estimates of the contri- 
bution to sampling variance from each of three 
stages of sampling in a complex design, that is a 
very ,definite contribution to the design of any 
similar subsequent survey. 

4.3 I'm unable to express a judgment on the 
relative validity or impact on precision of several 
factors in the development of this paper, but I 

might call attention to three which may be signifi- 
cant. 

A. Although the authors declare that the 
method is applicable to any number of 
sampling units at any stage, a part of the 
development depends on sampling with 
replacement in the 1st stage, and an as- 
sumption that at least 2 PSU's appear in 
each stratum, with no PSU appearing more 
than once in the sample. 

B. This study, like some others, appears to 
secure results from Jack -knifing and 
from Taylor expansion that are clearly 
similar. Indeed, the degree of similarity 
(practical identity) is surprising, con- 
sidering the quite complex algebraic 
formulations of both methods. This is 
particulary notable, since the estimated 
relative standard errors of the estimated 
variances are quite substantial, running 
for the components mostly from 50 per- 
cent upward. Is there some fictitious 
element or redundancy in computation 
which makes results from the two methods 
more alike in the numerical example 
given than might usually be the case? 

C. The complexity of the approach suggests 
that the required computer programming 
likely is also complex- expecially when 
non -response is taken into account -and 
so one must be careful to be watchful for 
risk of error in this direction. 

4.4 It's no detraction from this paper to note that 
effective design use of variance components de- 
pends not only upon knowledge of these com- 
ponents but, also, upon good unit cost data. And 
the latter are often not known with precision. 
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5. Summary Comments. 

5.1 In summarizing my thoughts on these four 
papers, I can say as I did in beginning: this is a 
strong set of papers which I enjoyed and which 
make real contributions. Collectively they solve, 
or take significant steps toward solution of a 
considerable variety of important survey prob- 
lems. Pm certainly not going to try at this point 
to catalog those problems or solutions, but may 
I remind the audience of several important 
features under discussion today. 

5.2 Of first importance is the putting on a sounder 
basis the drawing of inferences from complex 
surveys - -and as the current saying goes, "that's 
what it is all about." 

5.3 The papers shed a good bit of light on what 
are today the three leading methods of calculating 
sampling variance for statistics from complex 
surveys, and on the comparative advantages of 
each. 

5.4 The authors offer a number of examples and 
a wealth of leads in showing how analysis of 
variance estimates can produce added information 
about sampled universes beyond that commonly 
obtained in the first order statistic. 

5.5 Lest we be too complacent about our suc- 
cesses in these areas, may I note that none of the 
papers today dealt explicitly with that other 
fundamental problem in survey work: measure- 
ment error-though the proposed estimators 
include a part of measurement variance. 

5.6 Finally, I should like to take advantage of 
having the floor to point out one of the special 
advantages of the replication schemes. This is a 
feature which I and associates at the National 
Center for Health Statistics have described in 
earlier papers, and which we find useful and con- 
ventent. In using half -sample pseudo -replication, 

. we print out, say, a 2 -way table from not only the 
parent sample but also the same table as estimated 
from each of the perhaps 20 half samples. Thus 
for any statistic, such as a median or difference 
between domain means, we can compute a vari- 
ance on a desk calculator, with a simple compu- 
tation, using the 20 replicate estimates. This 
course avoids the necessity of foreseeing every 
need beforehand, or of a possibly substantial 
reprogramming of the variance run. It is, if you 
like, a "Jack -knife of a different color." 



DID INTERCENSAL ESTIMATES GO WRONG IN THE 1960's? A VIEW FROM THE NATIONAL LEVEL 

Meyer Zitter and David L. Word, U.S. Bureau of the Census 

This paper reviews the performance of esti- 
mates of population of States and large SMSA's and 
their constituent counties published by the Census 
Bureau during the past decade in light of the re- 
sults of the 1970 Census of Population. Differ- 
ences between the estimates and the census counts 
are summarized, examined and reasons for such dif- 
ferences are explored in specific cases. Some 
attention is paid to the factors possibly con- 
tributing to the errors in the 1960's compared 
with the 1950's. 

Background of Test Program 

After both the 1950 and the 1960 censuses, 
the Census Bureau conducted comprehensive tests 
on the accuracy of methods of preparing popula- 
tion estimates. These tests not only reviewed 
the accuracy of census - prepared estimates but also 
considered the accuracy and reliability of alter- 
native estimating procedures. The methods adopted 
for preparing State and metropolitan area esti- 
mates in the 1960's were chosen on thelasis of 
the results of the 1960 test program. 1 A sim- 
ilar test of even larger scale is now underway 
covering State and county estimates and is being 
carried out jointly and cooperatively with many 
States as part of the Federal -State Coop tive 
Program for Local Population Estimates. The 
present report is only a small part of that study 
and focuses on estimates that have been published 
and on the methods now in use by the Census Bur- 
eau. The accuracy of alternative procedures is 
not included here. 

The present report covers both estimates that 
were prepared prior to the 1970 census as well as 
sets that represent some updating of the numbers 
on the basis of data available after the census, 
but none of the estimates incorporate any of the 
census results. By way of background, in Jan- 
uary 1970, the Census Bureau published "provi- 
sional" estimates of State population as of July 
1, 1969. These estimates, based mainly on the 
average of the results of what is commonly re- 
ferred to as "Component Method II" and the "Re- 
gression", incorporated reported data series re- 
flecting on migration and on population change up 
through the period ending July_J,, 1968 and on ex- 
trapolations to July 1, 1969. For present 
purposes, these estimates (labelled "Set I" in 
the tables) were further extrapolated nine months 
to April 1, 1970 for comparison with 1970 Census. 
In spite of their very provisional nature, they 

are included in the review since they were the 
main figures available to the public at the time 
of the census and were providing the first im- 
pressions on the adequacy of intercensal esti- 
mates as the census counts were being announced. 

By the time the final 1970 census results 
were becoming available in mid- and late 1970, it 
was possible to update the 1969 provisional esti- 
mates to incorporate reported data reflecting on 
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migration up through the period ending July 1, 
1969. This was done and the new figures in turn 
were extrapolated to the April 1, 1970 date (Set 
II). A final set (Set III) represents uniformly 
the average of the two methods used without ad- 
justment for any States with special data. In 
effect it is essentially the same as the second 
set for all States except for seven States where 
supplemgntal local data or special censuses were 
used. / 

Thus, at the State level we have for compar- 
ison three sets of estimates of State population, 
one set reflecting extrapolation for a 21 -month 
period and the other two for 9 -month period. 
None of these estimates, in theory, represent the 

estimates since it is now possible to develop 
yet another set of estimates which would incor- 
porate all the reported available indicators of 
population change up through 1970. 

The use of multiple estimates here is not in- 
tended to confuse (although it probably will) but 

rather to point up the situation that prevails. 
Estimates can be and are revised regularly to take 
advantage of the latest available data and their 
"illusive" nature should be kept in mind when 
assessing their accuracy. 

In addition to the States, estimates are also 
reviewed and evaluated for the 100 largest SMSA's 
and their approximately 290 constituent counties. 
Only one set of estimates is evaluated here --a 
set consistent with published estimates for these 
areas for 1968. They have been updated from 1968 
to 1969 by incorporating symptomatic data series 
for the period ending July 1, 1969 and extrapo- 
lated nine months to April 1970. The estimates 
incorporate the results of three estimating pro- 
cedures -- Component Method II, Composite, and 
Housing Unfit- -for all or part of the estimating 
period. 2/ 

Accuracy of State Estimates 

Did the intercensal State estimates go wrong 
during the 1960's? How does the performance of 
the estimates in this decade compare with that of 
the preceding period? In general the State esti- 
mates were reasonably accurate, mainly within the 
margin of error expected of such estimates, and 
compare favorably with past experience. However, 

there were a sufficient number of exceptions to 
the generally favorable performance with some 
evidence of selective deterioration and regional 
bias to give cause for concern. 

On an overall basis the average error of the 
provisional State estimates published before the 
census (table A) ran 2.3 percent --a very respect- 
able showing in historical perspective. The cor- 
responding error in 1960 was 2.4 percent and in 
1950, 3.9 percent. The 1970 level of accuracy 
improves considerably as we move from the pro- 



visional series to the updated regular set of es- 
timates (based uniformly on the average of the 
results of the two standard estimating procedures). 
The average error drops to 1.9 percent on this 
basis (table B). This appears to be an increase 
over the error of 1.6 percent by these methods 
when tested against 1960, but the latter has the 
advantage of one more year's worth of current data 
so we need to await the final updating of the 1970 
estimates before determining the extent of dif- 
ference in the two sets. Incidentally, it is 
noteworthy that the reduction in the 1970 error 
from 2.3 percent for the provisional estimates to 
1.9 percent based on the standard techniques can- 
not be attributed entirely to updating of the es- 
timates. Part of the difference is due to the 
"special treatment" given to a number of States 
for which, in our wisdom, we saw fit to take ad- 
vantage of additional local data designed to im- 
prove the estimates. In four. States we were mis- 
led, viz. in Massachusetts and Kansas, estimates 
tied to the State censuses led to larger devi- 
ations from the census counts than the standard 
techniques; in Hawaii and D.C. the additional data 
series proved to be unreliable. In three other 
States, however, Delaware, Rhode Island, and New 
York, Federal special censuses in the second half 
of the 1960's provided solid bases for later es- 
timates. Such Federal censuses are always to be 
preferred over "estimates ". 

The overall average, however, provides only 
a partial measure on the accuracy of the estimates. 
Looking at the individual State differences we 
find a serious worsening of the estimates between 
1960 and 1970 in a selected number of cases. A 
simple stratification of the States on a regional 
basis shows that on the average estimates for 
States in the South performed far more poorly than 
those for States outside the South. There appears 
to be significant deterioration in the former and 
improvement in the latter between 1960 and 1970. 
In 1960 these methods for the States in the South 
yielded an average error of 1.9 percent, slightly 
higher than the average error of 1.5 percent for 
States outside the South (table C). By 1970, 
however, the average error for the States in the 
South was 3.1 percent compared with 1.3 percent 
for the balance of the country --a significant 
widening of the gap. Within the South the poorest 
estimates were: Mississippi, with a deviation 
from the census of +6.6 percent, Arkansas, +5.2, 
South Carolina, +5.1, West Virginia, +3.6, and 
Florida with a -4.2 percent (table 2). Maryland 
and Louisiana also had errors in excess of 3 per- 
cent. In addition to the relatively large dif- 
ferences for these Southern States, there also 
appears to be a "high bias ". The estimates for 
thirteen of the seventeen States in the South ex- 
ceeded the census counts. Fbr the 34 States out- 
side the South, of course, a low offsetting bias 
resulted with only 10 positive errors. 

The average error of 1.3 percent for the 34 
States outside of the South represents a very 
commendable showing even though four of these 
States still had errors in excess of 3 percent 
(but none over 5 percent). 
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Explanation of Poor State Estimates 

Although there is no precise answer as to why 
the 1970 estimates for these Southern States were 
so poor and much worse than in 1960, a number of 
factors emerge which are suggestive of the ele- 
ments contributing to the errors in specific in- 
stances. 

(1) Probable overcorrection of births for 
South Carolina and Arkansas. These States had 
relatively low completeness of birth registration 
at the time of the 1950 Birth Registration Test 
and the estimation system for updating may have 
failed to reflect real improvements in birth reg- 
istration. A recent study of completeness of 
birth registration indicates some improvements 
above the allowance used in our estimates and con- 
sequently we may have overcorrected birt in the 
19601s in the South on an overall basis.- 

(2) An underlying assumption of Component 
Method II is that the procedure provides a very 
accurate estimate of the school -age population and 
of net migration for that group. The major un- 
certainty of the procedure lies in extending the 
school -age migration rate to the migration rate 
for the total population. Yet, contrary to expec- 
tations, in the cases of Mississippi and South 
Carolina, relatively large errors occurred in the 
basic estimates of the school -age population. The 

extension to the total population merely aggra- 
vated the situation. In the case of South Carolina, 

enrollment rates at the elementary school level 
were among the lowest of the States in 1960; thus, 

any improvement in these rates between 1960 and 
1970 should result in an overestimate for both the 
school -age population and for the total population. 

General deterioration of the school enroll- 

ment time series underlying Component Method II 

may have contributed to increased errors. There 

were many changes during the 1960's in the type of 
series available for estimates and lack of con- 

sistency and comparability over the period strains 
the methodology to distinguish between spurious 
and real changes. Furthermore, school data series 

of poor quality could seriously affect the esti- 

mate since enrollment data carries significant 
weight in both methods. This particular failing 

was not limited to the States in the South, how- 
ever. 

(3) In the case of Florida which unlike the 
other States had a low estimate, the underesti- 
mate of the population by Method II could be ex- 
pected in view of the heavy net inmigration to 
the State at the older ages --a migration pattern 

that hardly could be reflected by this method. 
(This problem should disappear in the 1970's as 
MEDICARE statistics are used to measure the older 
population separately). 

(4) The behavior of the regression model 

warrants particular attention. It is quite likely 

that a good part of the increase in the error in 
the regression -based estimates for the South is 

due to a change in the relationship of the input 
variables with a resulting upward bias in the 
estimate for selected States. The regression 



technique for population estimation, as we know, 
is an imprecise instrument, and depends on the 
assumption that the general relationships of the 
variables that existed in the base period will 
continue. The model used to generate estimates 
during the 1960's was built upon data series cov- 
ering the 1950 -1960 period. Even here the States 
in the South deviated slightly more from the re- 
gression line, on the average, than States out- 
side the South. The average deviation was 2.3 
percent (root-mean-square error of 3.2 percent) 
compared with an average of 2.0 percent for the 
other States (root-mean-square error of 2.3 per- 
cent). So even at best we might expect slightly 
larger errors for States in the South in 1970 
than the other States. When "projected" to 1970, 
however, the average deviation for the States in 
the South increased while the average for the 
States outside of the South improved, 2.9 percent 
for the former and 1.6 percent for the latter. 
But, in fact, the data for 1960 -1970 (substitut- 
ing 1970 census counts for estimates) indicate an 
improvement in the regression model with a sig- 
nificant decrease in the deviation about the re- 
gression line. The improvement in the average 
deviation was particularly noticeable for the 
States in the South (table D). The basic weights 
also changed with the economic variables dropping 
in importance. At the same time, the economic 
variables for the States in the South were in- 
creasing well above national averages. 

1960 -70 data indicate significant covergence 
toward national averages of the economic variables 
underlying the regression. In South Carolina, for 
example, the number of automobiles per capita in 
1960 was 88 percent of the national average. By 
1970, this had increased to 97 percent. Non- 
agricultural employment per capita increased from 
81 to 93 percent of the national average, and the 
number of income tax returns rose from 74 to 87 
percent. Similar types of convergence exist for 
the other States mentioned. Such faster growth 
rates of these variables in the South for the 
1960's yielded "high" population estimates when 
substituted into the 1950 -60 regression model 
used to generate 1970 estimates. 

The upward bias and large errors of the re- 
gression were averaged in with the larger -than- 
usual errors by Method II, also on the high side, 
so that the ultimate result was substantially 
poorer estimates than in the earlier decade. On 
the brighter side, since it appears that the 
1960 -70 regression model is a much better ex- 
pression of the relationship of the variables 
and population than the model reflecting the 
1950 -60 period, we could expect improved per- 
formance from the regression in the 197018. 

(5) The errors by each of the methods for 
the States indicated were generally in the same 
direction, thus losing an important advantage of 
the averaging technique. In 1970 this was true 
for 15 of the 17 States in the South; in 1960 
this occurred in only 7 cases. This failure to 
receive the "breaks of statistical averaging" 
(due to some common bias of the methods, no doubt) 
also contributed to the poorer performance of the 
estimates. 
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Accuracy of SMSA Estimates 

Shifting our attention to estimates for 
and their constitutent counties we find much to 
be optimistic about with their accuracy, to some 
extent better than expected. On an overall basis 
the average error for the one hundred largest 

was 2.0 percent, with no apparent regional 
bias, as with the States (table E). The 31 SMSA's 
in the South included in the test had the same 
average error, 2.0 percent, as the other areas. 
We find it an interesting anomaly that the SMSA 
estimates in the South were more accurate than 
their corresponding States --2.0 percent versus 3.1 
percent. In the past we generally expected more 
accurate estimates for States since size of area 
usually has an important effect on level of accu- 
racy. Implicitly, then, it is apparent that the 
nonmetropolitan or rural parts of the South were 
overestimated. 

For the central counties, the average error 
was a relatively low 2.3 percent, again with no 
regional bias; "suburban" or ring counties had a 
much larger error, 3.7 percent. Here the South, 
non -South difference was significant --4.6 percent 
for the South versus 3.2 percent elsewhere, but 
the difference, we believe, is due more to size 
differentials than to any regional bias. The ring 
counties in the South in the test areas are gen- 
erally much smaller in population than the ring 
counties outside the South. 

In spite of the relatively small error on an 
overall basis, there still remained too many large 
errors for us to be complacent about estimates for 
such areas. The estimates for about 10 percent 
of the SMSA's differed from the census counts by 
more than 5 percent, about one -fourth of the ring 
counties had errors of this magnitude. Yet, this 
pattern and level of errors was about what could 
be expected based on observations of earlier tests 
of accuracy of 9stimates for metropolitan areas 
and counties. 

There doesn't seem to be any particular 
pattern or common element for the 10 SMSA's tested 
here with errors in excess of 5 percent. The es- 
timates were generally low. In two instances the 
estimating technique cannot be faulted since the 
figures were tied -in with local State censuses 
(Massachusetts and Kansas) which eventually proved 
to be poor in relation to decennial census counts. 

In other words, the current state of the art 
is such that one should expect some relatively 
large errors in at least a number of instances 
when making estimates for a large number of areas. 
In some instances the errors result from the in- 
appropriations of the methodology to specific 
areas, such as the use of Component Method II to 
fast- growing resort and retirement -type areas 
(St. Petersburg, for example); in other cases 
poor or inconsistent data input could be the 
cause. Furthermore, most estimating procedures 
seem to fall short for areas of very rapid growth 
(table F) regardless of reason for growth. 

A word about the methodology of the estimates 
for the and their counties is also in order 



since the particular application may also affect 
accuracy. 

In general, as stated earlier, the estimates 
were prepared by averaging together the results 
of three estimating procedures using largely in- 
dependent and separate input -- Component Method II, 
Composite, and a Housing Unit Method. How- 
ever, the estimates were prepared within the frame- 
work of our State estimates program so that the 
procedure involved working with the SMSATs (of the 
100 largest) in each State and a "balance of State" 
category treated as separate units. The result- 

ing estimates were adjusted to independently de- 
rived State totals. Aside from a practical need 
for providing consistent sets of SMSA and State 
estimates, our experience has been that imposing 
summary control totals of larger areas over smaller 
areas tends to reduce the overall average error of 
estimates. The test program now underway with 
the States should provide additional evidence on 
this point. 

In light of the evidence indicated above for 
States and SMSA's, why the increased doubts about 
the adequacy of intercensal estimates? For one 
thing, of course, the number of geographic areas 
included in the above review is only a very small 
percentage of the thousands of separate areas such 
as counties and cities for which local estimates 
are available. Also, these findings are not rep- 
resentative of the accuracy of local estimates. 
Furthermore, it is clear to me that the topic is 

sparked, in large part, by the many controversies 
(complaints ?) that arose when preliminary census 
field counts were announced and so many local 
officials were surprised and disappointed at the 
results for their areas. Invariably, local opinion 

was that the census counts were much too low- - 
sometimes said as a matter of faith -- others were 
being guided (or misguided) by their own city or 
county estimates. 

The Census Bureau has not published any ex- 
tensive estimates for cities, but if we had, I 

suspect that the results would also not be en- 
couraging. Our experience, based on selected 
test studies, is that present methodology used 
for city estimates tend to greatly overstate the 
population. We haventt made an extensive review 
of local city estimates against the 1970 census, 
but it?s obvious the question that needs to be 

answered is why estimates prepared locally tended 
to overstate the population (as indicated by the 
census). Perhaps there are different reasons for 
each specific area but let me generalize for this 
occasion based on knowledge on how many of these 
estimates are usually prepared and the expected 
accuracy of such methods. 

The Census Bureau periodically conducts sur- 
veys on types of methods and kinds of estimates 
prepared by local agencies. We find that by 

and large city estimators tend to rely on a single 
method and single data source for making its pop- 
ulation estimate, most often a "housing unit 
method" using building permit data. Reliance on 
a single method is in itself a serious weakness. 
Basing the method entirely on building permit data 
(and /or utility data) compounds the inadequacies 
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of the estimates. 

Some years ago we conducted a special study 
on the use of the housing unit method for making 
population estimates for cities. Even though we 
concluded that the housing unit method was a use- 
ful approach to population estimation, the results 
indicated a "pos' ive" bias and high average error 
of the method. 

A major problem is that building permits, 
which are most often used as input, give us only 
one side of the picture and leads to gross 
estimates of the housing inventory. Converting 
housing units to households and to population is 
no simple, straightforward task since the necessary 
components, i.e., changes in vacancy rates and in 
size of household since the last benchmark are not 
available on a current basis. Even if a fair esti- 
mate of the number of housing units is obtained, 
it has not always been possible to arrive at 
accurate estimates of the number of households. 

One interesting fact that the tests show is 
that the error in the number of households was 
also very high and, in effect, contributes as much 
to the overall error in the estimate of population 

as the error introduced by the estimate of the 
size of household. The error introduced by lack 
of adequate data on current size of household is 
particularly significant in 1970 because of the 
rather sharp decline in the average size of house- 
hold in the 1960's brought about by the steep de- 

cline in fertility and the large increase in num- 
ber of one - person households. 

In summary, then, it appears that intercensal 
estimates are still viable, particularly for large 
areas, but considerable improvement is needed if 
the margin of error is to be maintained at rea- 
sonable levels. Unfortunately, accuracy of per- 
formance in one decade does not guarantee similar 
performance in later decades. Estimators need to 
be continually on the look -out for, or to arrange 
to develop, improved or new data series reflect- 
ing on population and new techniques of data ma- 
nipulation if adequate estimates are to become 

available on an extensive and regular basis. 

Footnotes 

* The research underlying this report was carried 
out in the State and Local Population Estimates 
and Projections Branch, (Population Division), 
under the direction of Donald E. Starsinic, Branch 
Chief. 
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of earlier studies, see "Accuracy of Methods of 
Preparing Postcensal Population Estimates for 
States and Local Areas ", Meyer Zitter and Henry 
Shryock, Jr., Demography, Vol. I, No. 1, 1964. 

a/ See, Meyer Zitter, "Federal -State Cooperative 
Program for Local Population Estimates, Status 
Report, January 1971 ", The Registrar and Statis- 
tician, Vol. 36, No. 4, April 1971. 



2/ Although most State estimates were based uni- 
formly on the results of the average of the two 

methods cited, this was not the case for 7 States 

where special kinds of data were available (e.g., 

special censuses). See, Current Population Re- 

ports, Series P -25, No. 436. 

Op. cit., Footnote 2/. 

5/ See, Current Population Reports, Series P -25, 

No. 432. 

See, Bureau of the Census, Current Population 

Reports, Series P -25, No. 460, P. 5. 

2/ The 1960 -70 model is not final at this point 

since 1969 was the, last year for which the vari- 

ables were available. Consequently, the results 

are labelled "preliminary ". 
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12 "Accuracy of the Housing Unit Method in Pre- 
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V, No. 1, 1968. 

Table A.- SUMMARY OF DEVIATION (PERCENT) OF PROVISIONAL STATE 
FROM CENSUS 1970, 1960, AND 1950 

(Alaska and Hawaii included in 1970 only) 

Summary Measure 1970 1960 1950 

All States 

Average deviation 2.30 2.44 3.93 
Root deviation 2.86 3.39 5.53 
Deviation in of 3% 18 14 19 
Deviation in of 5% 3 4 13 
Positive deviations 25 28 

South 

Average deviation 3.17 2.49 4.04 
Root deviation 3.68 3.45 4.87 
Deviation in of 3% 9 5 10 
Deviation in of 5% 2 2 6 
Positive deviations 14 9 3 

Non -South 

Average deviation 1.86 2.41 3.87 
Root square deviation 2.34 3.35 6.51 
Deviation in excess of 3% 9 9 8 

Deviation in of 5% 1 2 7 
Positive deviations 19 18 
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Takle B.-- OF (PERCENT) OF ALTERNATIVE 
OF 1970 STATE 1970 

Set I 

Provisional 1969 
Estimates 

Published In 

P-25, Mo. 436 
Extrapolated 

to 1970 

Set II 

Revised 1969 
Estimates 
Extrapolated 

to 1970 

Set III 

Average of 
Methods for 
1969 and 

Extrapolated 
to 1970 

All States 

Average deviation 2.30 2.06 1.86 
Root square deviation 2.86 2.56 2.37 
Deviation emcees of 3 % 18 15 11 
Deviation in of 3 3 3 
Positive deviations 25 26 23 

South 

Average deviation 3.17 3.22 3.05 
Root square deviation 3.68 3.57 3.40 
Deviation excess of 3% 9 6 7 
Deviation in excess of 5 % 2 3 
Positive deviations 14 12 13 

-South 

Average deviation 1.86 1.48 1.26 
Root square deviation 2.34 1.88 1.65 
Deviation in of 3$ 9 9 4 
Deviation in excess of 1 3 0 
Positive deviations 14 10 

Table C.-- OF DEVIATION OF 
BY 1970 AND 1960 

Alaska and in 1970 only) 

Method 
II 

Method 
II 

Rogree- 
.loo eioo 

Average of Methods 

1960 1970 1960 1970 
1960 1970 

States 

Average deviation 2.31 2.23 2.72 2.05 1.64 1.86 
Footman. square deviation 3.52 2.82 3.66 2.62 2.41 2.37 
Deviation in of 3 % 10 13 17 12 6 
Deviation in of 5 %. 4 5 8 2 2 3 

Positive 28 30 20 25 23 

South 

Average deviation 3.16 3.55 2.79 2.90 1.88 3.05 
Root mans deviation 5.03 4.09 3.98 3.39 2.84 3.40 
Deviation in emcees of 3% 5 9 5 8 2 7 
Deviation in of 5$ 3 5 3 1 1 3 
Positive deviations 10 13 10 13 12 13 

-South 

Average deviation 1.87 1.58 2.68 1.62 1.51 1.26 
Root mean. square deviation 2.34 1.95 3.47 2.13 2.14 1.65 
Deviation in of 3 5 4 12 4 4 4 
Deviation is of 5$ 1 5 1 1 0 
Positive deviations 18 17 10 7 13 10 



Table D.- SUMMARY OP DISPERSION OP CENSUS WINGS 
ABOUT SQUARE RE'dRESSION LINE: 1950 -60 AND 1960 -70 

(Figures are expreeeed as percent deviations of estimates 
derived from regression (Y.) from Census counts) 

Summery Measure 

1960 Deviation 1970 Ceneue Deviation 

1950 -60 

re 
1940 -50 

950Prted Actual 

1960 -70 

1950 -60 

All States 

Average deviation 2.72 2.07 2.05 1.52 
Root means square deviation 3.66 2.59 2.62 1.99 
Deviation of 3% 17 7 12 5 

Deviation in of 5% 8 3 2 2 

Positive deviations 20 20 23 

South 

Average deviation 2.79 2.29 2.90 1.44 
Root square deviation 3.98 3.15 3.39 1.78 
Deviation of 3% 5 2 8 1 
Deviation of 5% 3 3 1 2 
Positive deviations 10 8 13 12 

-South 

Average deviation 2.68 1.95 1.62 1.67 
Root square deviation 3.47 2.32 2.13 2.34 
Deviation excess of 3% 12 5 4 4 
Deviation excess of 5% 5 0 1 0 
Positive deviations 10 14 7 11 

Regression Equation: Yo = .06+. 30X1 +.14x4 +.22X3 +.08X4 +.07X5 +.12X6 

= Births 24 = Returns (Federal) 

= Deaths I5 = Passenger Auto Regietration 

X3 = Ele. Enrollment X6 = Nonagricultural EMployment 

Provisional Regression Equations = -.08..2311 +.25X2 +.4613 +.0914 +.03X5 +.05X6 

Table E.- DIFFERENCES (PERCENT) BERME= COUNTS AND ESTIMATES 
100 LARGET 1970 

Average Percent Difference 
No. of errors in 

of 5% 

Central 
Counties 

Suburban 
Counties 

MCA' 
Central 
Counties 

Suburban 
Counties 

Total, 100 largest 2.0 (120) 2.3 (169) 3.7 10 12 45 

South (ía=31) 2.0 (37) 2.3 (57) 4.6 3 4 21 

Non -South (ií=69) 2.0 (83) 2.3 (112) 3.2 7 8 24 

group 

2.1 25 largest 
Next 25 largest 1.8 

3rd group 1.8 

4th group 2.2 

Outside 
South 

100 69 31 

than 1 percent 33 24 9 
1.0 to 1.9 percent 27 18 9 
2.0 to 2.9 percent 18 7 
3.0 to 4.9 percent 12 9 3 
5.0 percent and over 10 7 3 

Table F. -- PERCENT DISTRIBUTION OF COUNTY ERRORS, BY RATE OF GROWTH 

Growth rate 

Average error 

Gains of 
Popu- 
lation 
loss 

Less 
than 
10% 

to 
25% 

25 to 
50% 

50% 
and 
over 

N = 

Under 3 percent 

3 to 5 percent 

5 percent and over 

(69) 

64 

23 

13 

(86) 

73 

17 

10 

(72) 

54 

15 

31 

(41) 

46 

19 

34 

(22) 

64 

18 

18 
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Table 1.-- PERCENT DEVIATION OF ALTENNATIVE SETS OF 
STATE ESTIMATES CENSUS COUNTS: 1970 

Region, Division, 

and State 

Population 
April 1, 1970 

(Census) 

(In thousands) 

Set I 

Provisional 1969 
Estimates 
Published in 
P -25, No. 436 
Extrapolated 

to 1970 

Set II 

Revised 1969 
Estimates 
Extrapolated 
to 1970 

Set III 

Average of 
Methods for 
1969 and 

Extrapolated 
to 1970 

UNITED STATES, TOTAL 203,185 0.3 0.3 0.2 

Regions 

Northeastern Staten 49,001 0.2 -0.2 0.4 
North Central States 56,577 -0.3 -0.3 -0.5 
The South 62,797 1.5 1.8 1.6 
The West 34,810 -1.0 -0.9 -1.2 

Northeast 
New &gland 11,848 -2.2 -2.7 -1.8 
Middle Atlantic 37,153 1.0 0.6 1.2 

North Central 
East North Central 40,253 -0.1 -0.6 -0.6 
West North Central 16,324 -0.5 0.4 -0.1 

South 
South Atlantic 30,671 0.6 0.5 0.1 
East South Central 12,804 3.0 3.1 2.9 
West South Central 19,322 2.0 2.9 2.9 

West 
Mountain 8,282 -2.0 1.0 -1.2 
Pacific 26,528 -0.7 -0.8 -1.2 

New &gland 
Maine 994 -1.5 -2.0 -2.2 
New Hampshire 738 -1.6 -1.5 -1.2 
Vermont 445 -0.5 -1.1 -0.5 
Massachusetts 5,689 -3.4 -3.9 -2.7 
Rhode Island 950 -3.7 -3.7 0.1 
Connecticut 3,032 0.2 -0.7 -1.0 

Middle Atlantic 
New York 18,191 1.4 0.6 2.2 
New Jersey 7,168 0.9 1.1 0.7 
Pennsylvania 11,794 0.4 -0.2 -0.2 

East North Central 
Ohio 10,652 1.6 0.9 0.9 
Indiana 5,194 -0.8 -1.0 -1.0 
Illinois 11,114 0.1 -0.6 -0.9 
Michigan 8,875 -0.4 -0.4 -0.5 
Wisconsin 4,418 -3.7 -3.5 -3.6 

West North Central 
Minnesota 3,805 -2.2 -1.7 -1.5 

Iowa 2,825 -1.5 1.1 1.4 
Missouri 4,677 (Z) 0.7 0.7 
North Dakota 618 -0.7 1.0 0.2 

South Dakota 666 -1.4 -0.3 -0.6 

Nebraska 1,484 -2.2 -1.7 -1.6 

Kansas 2,249 3.7 4.1 -0.4 
South Atlantic 
Delaware 548 -1.4 -2.8 

Maryland 3,922 -2.6 -3.0 -3.4 

District of Columbia 757 5.8 4.2 -1.3 

Virginia 4,648 1.7 1.4 0.8 

West Virginia 1,744 4.1 3.4 3.6 

North Carolina 5,082 3.5 2.8 2.9 

South Carolina 2,591 4.9 5.1 5.1 

Georgia 4,590 2.4 2.7 2.2 

Florida 6,789 -4.7 -4.2 -4.2 

East South Central 

Kentucky 3,219 0.9 1.5 1.6 
Tennessee 3,924 2.4 2.4 2.2 

Alabama 3,444 3.1 3.1 2.6 

Mississippi 2,217 7.1 6.9 6.6 

West South Central 
Arkansas 1,923 4.6 5.4 5.2 
Louisiana 3,643 3.9 3.5 3.2 
Oklahoma 2,559 1.1 1.2 1.3 

Texas 11,197 1.1 2.7 2.8 

Mountain 
Montana 694 0.3 -0.5 -0.9 

Idaho 713 1.3 2.2 2.4 
Wyoming 332 -3.9 -1.3 -0.7 
Colorado 2,207 -3.6 -3.2 -3.0 
New Mexico 1,016 -1.9 0.7 0.4 

Arizona 1,772 -2.7 -1.1 -1.3 

Utah 1,059 -0.1 0.1 -0.1 

Nevada 489 -3.7 -2.3 -3.8 
Pacific 
Washington 3,409 1.1 0.1 0.7 

Oregon 2,091 -1.8 -0.4 -0.3 

California 19,956 -1.1 -1.1 -1.7 

Alaska 302 -5.0 -3.5 -3.4 
Hawaii 770 4.8 1.9 -0.2 

Figures from 1970 Census of Population PC(V2 -1, United States Advance Report, 

Table 1. See, PC(1) -A, U.S. Smeary, for final corrections. 
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TABLE 2.-- PERCENT DEVIATION OF STATE ESTIMATES FOR CENSUS COUNTS BY 
COMPONENT AND REGRESSION METHODS: 1970 AND 1960 

Division and State 
Method 

II 

1960 

Method 

II 

1970 

Regres-Regres- 
sion sion 

1960 1970 

Average of methods 

1960 1970 

UNITED STATES, TOTAL -0.01 +0.24 -0.01 +0.24 -0.01 +0.24 

New England: 
Maine 40.12 -2.64 -1.18 -1.73 -0.53 -2.18 
New Hampshire +0.33 -0.91 +0.56 -1.48 +0.44 -1.19 

Vermont -2.91 +0.22 -6.18 -1.26 -4.54 -0.52 
Massachusetts -0.18 -2.82 +2.01 -2.62 +0.92 -2.72 
Rhode Island +0.75 +0.37 +0.06 -0.12 +0.40 +0.12 
Connecticut -2.55 -0.98 +2.98 -1.09 +0.22 -1.04 

Middle Atlantic: 
New York -0.11 +2.96 +0.40 +1.52 +0.14 +2.24 
New Jersey -1.54 +1.74 +1.43 -0.30 -0.06 +0.72 
Pennsylvania +1.22 +0.07 +0.21 -0.55 +0.72 -0.24 

East North Central: 
Ohio +2.08 +0.88 -0.40 +0.84 +0.84 +0.86 

Indiana -1.00 -1.50 -4.53 -0.41 -2.76 -0.95 

Illinois +2.03 -1.77 +1.21 +0.02 +1.62 -0.87 

Michigan +2.47 -0.88 -4.15 -0.02 -0.84 -0.45 

Wisconsin +2.86 -2.42 -1.38 -4.84 +0.74 -3.63 
West North Central: 
Minnesota +0.34 -0.46 -2.20 -2.45 -0.93 -1.45 
Iowa +2.59 +2.55 -4.67 +0.26 -1.04 +1.41 
Missouri -0.29 +0.45 -1.35 +1.01 -0.82 +0.73 
North Dakota +4.38 +2.66 -6.43 -2.23 -1.02 +0.22 
South Dakota +4.15 +1.16 -2.20 -2.29 +0.98 -0.57 
Nebraska +4.21 -0.94 -1.45 -2.28 +1.38 -1.61 
Kansas -1.01 -0.75 -4.03 -0.11 -2.52 -0.43 

South Atlantic: 
Delaware +3.87 -3.78 -4.20 -1.80 -0.16 -2.79 
Maryland -1.57 -2.86 +2.08 -3.88 +0.26 -3.37 
District of Columbia -17.10 -5.54 -1.24 +2.77 -9.17 -1.34 
Virginia +0.46 +1.73 -0.09 -0.09 +0.18 +0.82 
West Virginia +5.97 +4.55 -2.59 +2.63 +1.69 +3.59 
North Carolina +1.60 +2.16 +2.35 +3.53 +1.98 +2.85 
South Carolina +2.50 +7.11 +1.75 +3.11 +2.12 +5.11 
Georgia -1.81 +1.20 +3.05 +3.28 +0.62 +2.24 
Florida -6.06 -7.42 +10.15 -1.01 +2.04 -4.21 

East South Central: 
Kentucky +4.86 +0.86 -0.26 +2.35 +2.30 +1.60 
Tennessee -0.58 +1.12 -0.39 +3.24 -0.48 +2.18 
Alabama +0.26 +3.38 +8.71 +1.87 +4.48 +2.62 
Mississippi +2.23 +5.05 +0.78 +8.19 +1.50 +6.62 

West South Central: 
Arkansas -0.94 +5.42 +5.90 +4.90 +2.48 +5.16 
Louisiana -2.39 +4.45 +0.77 +1.85 -0.81 +3.15 
Oklahoma +0.55 +1.50 -0.77 +1.15 -0.11 +1.33 
Texas +0.90 +2.06 +2.41 +3.53 +1.66 +2.79 

Mountain: 
Montana +1.89 +2.75 -3.04 -4.54 -0.58 -0.89 
Idaho +1.62 +4.33 -6.53 +0.48 -2.46 +2.41 
Wyoming -1.41 +1.12 -2.16 -2.46 -1.78 -0.67 
Colorado -1.43 -1.95 -0,95 -4.07 -1.19 -3.01 
New Mexico -5.77 +3.06 -7.60 -2.21 -6.68 +0.42 
Arixona -0.92 -0.20 -0.18 -2.31 -0.55 -1.25 
Utah +1.08 +0.10 -3.31 -0.33 -1.12 -0.12 
Nevada +2.58 -2.54 +7.25 -5.14 +4.92 -3.84 

Pacific: 
Washington -0.91 +0.75 -2.09 +0.57 -1.50 +0.66 
Oregon +0.84 +0.63 +0.05 -1.26 +0.44 -0.32 
California -4.11 -1.90 -3.45 -1.42 -3.78 -1.66 
Alaska -4.18 -2.53 -3.35 
Hawaii -0.74 +0.41 -0.17 
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Table 3.-- DISPERSION OF CENSUS COUNTS ABOUT T.F.AST 
SQUARE REGRESSION LINE: 1950 -60 AND 1960 -70 

(Figures are expressed as percent deviations of estimates 
derived from regression (Y0) from Census counts) 

Region, Division 
and State 

1950 -60 
1960 -70 
Preliminary 

New England 
Maine +1.0 -2.4 
New Hampshire +2.6 -1.4. 

Vermont -0.4 -3.2 
Massachusetts +3.7 -1.3 
Rhode Island +0.7 +0.4 
Connecticut +2.8 +0.5 

Middle Atlantic 
New York +1.9 +3.3 
New Jersey +1.6 +1.9 
Pennsylvania -0.1 -0.2 

East North Central 
Ohio -0.7 +2.0 
Indiana -2.4 -0.4 
Illinois +2.7 +1.7 
Michigan -4.4 +1.1 
Wisconsin +1.2 -3.2 

West North Central 
Minnesota +0.6 -1.7 
Iowa -0.7 -0.3 
Missouri +1.1 +2.3 
North Dakota -1.4 -1.0 
South Dakota +1.6 -1.1 
Nebraska +2.7 -1.2 
Kansas -0.2 +0.5 

South Atlantic 
Delaware -2.3 +0.7 
Maryland -0.5 -2.7 
District of Columbia +5.2 +5.5 
Virginia -1.0 -0.3 
West Virginia -5.2 -1.1 
North Carolina +0.6 (z) 

South Carolina -3.0 +1.0 

Georgia +1.8 +1.0 
Florida -0.1 +0.8 

East South Central 
Kentucky +0.2 -0.4 
Tennessee +0.9 

Alabama +2.0 +0.7 
Mississippi +4.0 +5.2 

West South Central 
Arkansas +8.3 +2.1 

Louisiana -1.9 +2.7 

Oklahoma +1.5 +0.1 

Texas -1.0 +3.3 
Mountain 

Montana -2.1 -2.0 
Idaho -3.2 +0.3 

Wyoming -0.4 -2.0 
Colorado -1.7 -4.0 
New Mexico -4.7 -0.4 
Arizona -1.8 -0.6 
Utah -2.6 -0.1 
Nevada +4.8 -0.9 

Pacific 
Washington -2.5 -1.0 
Oregon -1.5 -2.7 
California -2.7 -0.1 

Alaska +1.4 

Hawaii -2.6 

Preliminary; Independent variables are for 1960 and 1969. 
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Table 4.-- PERCENT DEVIATION OF ESTIMATES FUR 100 
LARGEST FROM CENSUS: 1970 

SMSA 

April 1, 1970 
Census 

(In thousands) 

Percent 
Difference 

New York, N.Y 11,570 

Los Angeles -Long Beach, Calif 7,032 

Chicago, Ill. 6,979 

Philadelphia, Pa. 4,818 
Detroit, Mich. 4,200 

San Francisco-Oakland, Calif. 3,110 

Washington, D.0 - Md. -Va. 2,861 

Boston, Mass. 3,375 

Pittsburgh, Pa. 2,401 

St. Louis, Mo. -Ill. 2,363 

Baltimore, Md. 2,071 

Cleveland, Ohio 2,064 

Houston, Texas 1,985 

Newark, N. J.' 1,857 
Minneapolis -St. Paul, Minn. 1,814 

Dallas, Texas 1,556 
Seattle- Everett, Wash. 1,422 

Anaheim -Santa Ana -Garden Grove, Calif. 1,420 

Milwaukee, Wis. 1,404 
Atlanta, Ga. 1,390 

Cincinnati, Ohio 1,385 

Paterson -Clifton- Passaic, N. J. 1,359 

San Diego, Calif. 1,358 

Buffalo, N. Y. 1,349 

Miami, Fla. 1,268 

Kansas City, Mo. -Kan. 1,257 

Denver, Colo. 1,228 

San Bernadine- Riverside -Ontario, Calif. 1,143 

Indianapolis, Ind. 1,110 

San Jose, Calif. 1,065 

New Orleans, La. 1,046 

Tampa -St. Petersburg, Fla. 1,013 

Portland, Ore. -Wash. 1,009 
Phoenix, Aria. 968 
Columbus, Ohio 916 
Providence- Pawtucket - Warwick, R.I. -lass. 770 

Rochester, N. Y. 883 

San Antonio, Texas 864 
Dayton, Ohio 850 

Louisville, Ky. -Ind. 827 

Sacramento, Calif. 801 

Memphis, Tenn. -Ark. 770 

Fort Worth, Texas 762 
Birmingham, Ala. 739 
Albany-Schenectady-Troy, N. Y. 722 
Toledo, Ohio -Mich. 692 
Norfolk- Portsmouth, Va. 681 

0.1 
-0.6 
- 1.9 
1.1 

-0.1 
-2.1 
-0.5 
- 4.4 
- 1.0 
0.7 
-3.4 
0.6 
0.5 
2.7 

-5.0 
1.0 
-2.0 
-5.1 
-4.6 
0.9 
-1.7 
1.0 

-5.0 
- 1.5 

-5.1 
0.7 

-5.2 
-0.7 
-2.7 

- 3.2 
2.1 

- 3.9 
-0.9 
-4.2 
-2.3 
-2.0 
-1.0 
1.6 
0.8 

- 0.7 

-2.5 
2.2 

- 3.2 
0.1 
0.4 
- 1.0 
1.0 

Akron, Ohio 
Hartford, Conn. 

Oklahoma City, Okla. 

Syracuse, N. Y. 

Gary- Hammond -East Chicago, Ind. 

Honolulu, Hawaii 
Ft. Lauderdale- Hollywood, 
Jersey City, N. J. 

Greensboro-Winston-Salem-High Point, N. C 

Salt Lake City, Utah 
Allentown-Bethlehem-Easton, Pa. -N. J. 

Omaha, Nebr. -Iowa 
Nashville, Tenn. 

Grand Rapids, Mich. 
Youngstown - Warren, Ohio 

Springfield- Chicopee - Holyoke, 
Jacksonville, Fla. 
Richmond, Va. 
Wilmington, Del. -N. J 
Flint, Mich. 
Tulsa, Okla. 
Orlando, Fla. 

Fresno, Calif. 
Tacoma, Wash. 
Harrisburg, Pa. 

Charlotte, N. C. 

Knoxville, Tenn. 
Wichita, Kansas 
Bridgeport, Conn. 

Lansing, Mich. 
Mobile, Ala. 
Canton, Ohio 
Davenport -Rock Island - Moline, Iowa 

Paso, Texas 
New Haven, Conn. 

Worcester, 
Mass. 

Wilkes -Barre - Hazelton, Pa. 
Peoria, Ill. 
Utica -Rome, N. Y. 

York, Pa. 

Bakersfield, Calif. 
Little Rock -North Little Rock, Ark. 
Lancaster, Pa. 
Beaumont -Port Arthur - Orange, Texas 
Chattanooga, Tenn. -Ga. 
Binghamton, N. Y. 

Reading, Pa. 
Shreveport, La. 
Spokane, Wash. 
South Bend, Ind. 

Duluth- Superior, 
Johnstown, Pa. 
Corpus Christi, Texas 

Mass. SEA C 1/ Conn. 

Rhode Island SEA A Mass. 

(z) Less than 500 or 0.05 percent. 

679 1.6 
817 -0.5 
641 -1.9 
637 -0.3 
633 -1.9 
631 1.3 

620 -5.5 
609 0.8 

604 0.7 

558 -0.9 

544 -1.7 

541 -1.9 

541 1.3 

539 -3.3 

536 -0.4 

583 -5.5 

529 -0.6 

518 1.9 

499 -0.4 

497 -0.2 

476 0.8 

428 -2.8 
413 1.8 
411 0.7 

411 -2.4 
409 2.4 
400 1.8 

389 5.9 
793 0.5 
378 -2.7 
377 1.3 
372 -0.8 

363 2.2 

359 -1.1 

745 -1.8 

638 -4.2 

342 -0.3 
342 -0.9 
341 6.2 
330 -3.0 
329 2.4 
323 2.2 
320 -3.1 
316 0.9 
305 2.0 
303 1.3 
296 -0.7 
294 2.4 
287 -4.5 
280 -1.4 
265 1.1 
263 (z) 

285 5.6 

SEA C 5/ Conn. SEA A Mass. SEA B 

SEA A Conn. SEL B 



DID INTERCENSAL ESTIMATES GO WRONG? A VIEW FROM ARKANSAS 

Forrest H. Pollard, University of Arkansas 

The purpose of this presentation is to examine the degree of 
reliability of postcensal population estimates constructed for 
the 1960 -1970 intercensal period for the State of Arkansas and 
its respective counties. 

To measure the reliability or accuracy of the estimative tech- 
niques, a comparison was made between estimates prepared for 
April 1, 1970, and United States Bureau of the Census counts 
as of this date. Three estimative techniques, standardized 
methods recommended by the Bureau of the Census for parti- 
cipants in its Federal -State Cooperative Program for Local Popu- 
lation Estimates, were used in the analyses. 

The techniques were Component Method II, Composite 
Method and Ratio -Correlation Method [ 1, p. 66] . 

The remainder of the report contains: 1) a brief description 
of each of the methods used and the procedure followed in 
making the estimates; 2) background information concerning 
Arkansas' population; 3) the comparison of estimate results 
with 1970 census counts; and 4) presentation of findings and 
recommendations. 

1. ESTIMATIVE PROCEDURE 

Only a summary description of each of the three methods 
used in preparing the estimates is provided, since detailed pub- 
lished explanations of these techniques are readily available. 

In applying Component Method II, the latest Bureau of the 
Census civilian population count for the area is used as the 
estimate base. Adjustments are made to this count to account 
for changes, resulting from natural increase and net migration, 
occurring to the area's population over the estimate time 
interval. The specific population components accounting for 
change are births, deaths, net civilian migration, net movement 
of civilians into the Armed Forces, and military personnel 
stationed in the area as of the estimate date. A symptomatic 
data series, school enrollment, is utilized as the base for measur- 
ing net civilian migration.' 

By contrast the Composite Method consists of estimates pre- 
pared by age, sex, and color, utilizing various symptomatic data 
to estimate the population of the several age groups. A fre- 
quently used age classification is: under 5; 5 -17; 18-44; 45 -64; 
and 65 years of age and over. Birth registrations, census counts 
and school enrollment data are used to estimate the size of the 
populations under five years of age and 5 -17 years of age; 

births for females ages 18-44, and estimated sex ratios applied to 
the expected female population to determine the number of 
males estimated to be in this age group; and death registrations 
for those groups 45 years of age and over. Estimates for each of 

'For a detailed discussion of this method see [2] . 
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these age groups are then summed to provide a total expected 
population. The Census Bureau's Composite estimate technique 
is a variation of the Bogue- Duncan Composite Method.2 

The third estimating technique utilized was the Ratio- Correla- 
tion Method. A multiple regression equation based on data for 
the 1950 -1960 intercensal period was derived for use in prepar- 
ing post -1960 census annual county population estimates. The 
equation states the relationship between five independent 
variables, which are expressed as ratios reflecting the change 
over the intercensal period, in a county's share of the State 
total for each of the symptomatic data series and the dependent 
variable, which is a ratio reflecting the change in the county's 
share of the State population over the intercensal period.3 The 
symptomatic data series included in the equation were births, 
deaths, school enrollment, employment, and motor vehicle 

registrations.4 
County estimates, as of July 1, 1969, were prepared utilizing 

each of the three methods. The resulting three estimates for 
each county were then averaged to derive a single county num- 
ber. These county estimates were adjusted to agree with the 
Census Bureau's estimate of the State's total population. As a 

final step, the county estimates were then extrapolated to April 
1, 1970, on the basis of the annual rate of population change 
estimated to have occurred within each county between April 1, 

1960, and July 1, 1969. 

2. BACKGROUND INFORMATION ABOUT 
ARKANSAS' POPULATION 

Arkansas' 1970 census count of 1,923,295 ranks thirty- 
second in size among the 50 states, reflecting a population 
growth of 137,023 (7.7 percent) during the 1960's. Although 
this rate of increase (7.7 percent) is not as great as that of the 
Nation (13.3 percent), it does represent a significant reversal of 
a pattern experienced during the previous twenty years in which 
Arkansas' population fell from a 1940 count of 1,949,387 to 
1,786,272 in 1960, reflecting a population loss of 163,115 (8.4 
percent). Prior to this period the State's population had in- 

creased in each decennial census from an 1890 count of 
1,128,211 to 1,949,387 in 1940. 

2The Bogue- Duncan Method is described in [3] and the Cen- 

sus Bureau's Composite Method in [4] . 

3For example, the value of an independent variable X, births, 
would be expressed as follows: 

Percent of total state births in county i, 1960 

Percent of total state births in county i, 1950 
4A description of this method is contained in [5, pp. 279- 

281] and [6, pp. 36 -39]. 



Only 12 of Arkansas' 75 counties had larger populations in 

1960 than in 1940. However, 46 (61.3 percent) of the State's 
counties experienced growth between 1960 and 1970. 

Of Arkansas' 75 counties the 1970 census showed: one hav- 

ing a population larger than 100,000; 21 with populations rang- 

ing from 25,000 to 100,000; 20 with populations ranging from 
15,000 to 25,000; and 33 counties with populations of less 

than 15,000. 
There are four SMSA's whose central cities are located en- 

tirely (three) or partially (one) within the State. The SMSA's 
are Little Rock -North Little Rock; Pine Bluff; Fort Smith, 
Arkansas -Oklahoma; and Texarkana, Texas -Arkansas. 

3. COMPARISON OF ESTIMATES TO CENSUS 

As previously stated, this presentation involves a comparison 
of county population estimates prepared as of April 1, 1970, 
with Bureau of the Census counts as of the same date. The 
basic summary measure used in examining the relative reliability 
of the estimates is the average percent error. This measure is 

the average of the total of percentage deviations of each county 
estimate from its census count, signs disregarded. 

Two sets of county estimates, each utilizing the three esti- 

mate techniques were prepared. One set of estimates was ad- 
justed to agree with the State estimate total prepared by the 
Bureau of the Census and the other set was not adjusted.5 

Tables 1 and -A show the average percent error and 
other summary measures of percentage error pertaining to 
the 1970 Arkansas county population estimates. 

The average error for the adjusted county estimates (Table 
1), considering each technique separately, was 7.0 percent for 
Ratio -Correlation Method, 7.8 percent for the Composite 
Method, and 9.1 percent for Component Method II. However, 

averaging the results of either the Composite and Ratio-Correla- 
tion or the results derived from applying all three techniques 
provides an even smaller average error, 6.8 percent. 

Significantly smaller average errors were obtained when the 
estimates were not adjusted (Table 1 -A). The average error for 
the Ratio -Correlation Method was 5.5 percent; Component 
Method II, 6.5 percent; and the Composite Method, 7.1 per- 
cent. An even smaller average error, 5.0 percent, is realized by 
averaging the results of either the application of all three tech- 
niques or the average of Component Method II and the Ratio - 
Correlation Method. 

5The adjusted 1970 State estimate, based on the Component 
Method II and Ratio -Correlation Techniques, differed from the 
Bureau of the Census Count by 5.4 percent whereas, the un- 
adjusted State estimate, based on the Component Method II 

and Composite Techniques differed by only 2.1 percent. 
An upward adjustment in reported school enrollment to de- 

rive the population 7.5 through 14.5 years of age and the re- 

sulting effect on estimated net migration accounted for a sub- 

stantial part of the difference between the adjusted and un- 
adjusted estimates. 
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Distributions of the State's 75 counties by size of error, 
utilizing an average of the three techniques (Table 1 -A), indi- 
cated that five of the counties had errors in excess of ten per- 
cent, 34 in excess of five percent, and 48 in excess of three 
percent. 

Tables 2 and 2 -A seem to indicate that the average per- 
centage error is less for metropolitan (SMSA) county estimates 
than for other urban and for rural counties, although popula- 
tion size may be a factor in this observation. For the adjusted 
estimates the smallest average error observed was 4.1 percent 
for the metropolitan (SMSA) counties; 6.5 percent for those 
counties whose population is 50 percent or more urban; and 
6.8 percent for the rural counties. Smallest average errors for 
the nonadjusted estimates were 1.9 percent, 4.2 percent, and 
5.2 percent respectively. 

Average percentage errors by county population size are 
also shown in Tables 2 and 2 -A. The adjusted estimates indicate 
that the smallest average error was 0.1 percent for the State's 
only county with a population of over 100,000; 6.1 percent for 
the 21 counties with populations between 25,000 and 100,000; 
7.6 percent for the 20 counties with populations between 
15,000 and 25,000; and 6.6 percent for the 33 counties with 
populations of 15,000 or less. For the unadjusted estimates the 
percents were 0.3; 4.1; 5.2; and 5.4 respectively. These average 

errors seem to indicate that no improvement is secured in esti- 
mates of counties with populations of 15,000 to 25,000 when 
compared to estimates for counties with populations of 15,000 
or less. 

Counties with increasing populations experienced smaller 
average percentage errors than counties that were losing popula- 
tion. Tables 3 and 3 -A show that for Arkansas' 29 counties that 
lost population, between 1960 and 1970, the smallest average 

percentage error was 8.2 for the adjusted estimates and 5.3 

percent for the unadjusted estimates. These percents compare 
to average percentage errors of 5.7 and 3.5 respectively for the 
13 counties growing at an intercensal rate of less than 7.7 per- 
cent and to average percentage errors of 5.5 and 4.7 respec- 

tively for the 33 counties growing at a rate greater than 7.7 
percent. 

4. FINDINGS AND RECOMMENDATIONS 

1. The preceding analysis shows that the adjustment of the 
county estimates to agree with the Bureau of the Census' State 
control total resulted in estimate errors (the smallest of which 

was an average deviation of 6.8 percent for the counties and a 

percentage deviation of 5.4 for the State) that were greater than 
desired. 

2. However, the estimate errors computed on the basis of the 
unadjusted estimates (the smallest of which was an aver- 

age error of 5.0 percent for the counties and a percentage 
deviation of 2.1 for the State) would have been accept- 
able. 

3. It is recommended that the desirability of the school en- 

rollment adjustment procedure be reevaluated prior to its con- 
tinued use. This adjustment contributed substantially to the 
upward bias in the Arkansas population estimate. 



4. Births occurring in Arkansas were corrected for under - 
registration on the basis of a 1950 Birth Completeness Test. 
This correction procedure should be modified by the Bureau of 
the Census to reflect improvements occurring in birth registra- 
tions, since it also contributed to the upward bias in the State 
estimate. 

5. To summarize, results of the evaluation appear to indicate 
that the method utilized in constructing the estimates was ap- 

propriate (an average of Component Method II, Composite and 
Ratio -Correlation techniques); that the input data were suf- 

ficiently reliable; and that had the assumptions concerning the 
adjustments for school enrollment and births been more real- 

istic, then the Arkansas estimates would have been within an 
acceptable range of error. 
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SUMMARY MEASURES OF PERCENTAGE ERRORS 1970 CENSUS 

OF 1970 COUNTY POPULATION ESTIMATES, ARKANSAS 

(Adjusted ) 

Summary Measures 

Component Composite Ratio 

Method II Method Correlation 

(X1) (X 2 ) (x3) 

Averages 

(x2,x3) (xl,x3) (x1,x2,x3) 

Average error (peroent) 9.1 7.8 7.0 7.4 6.8 7.3 6.8 

Root mean square error 11.1 9.9 8.4 9.1 8.3 8.7 8.2 

Number of errore in 
of 3.0 peroent 61 55 56 58 56 57 55 

Number of errors in croons 

of 5.0 peroent 5o 42 48 

Number of errore in moose 
of 10.0 peroent 31 25 18 22 16 23 21 

Number of positive errore 63 56 6o 61 58 66 62 
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TABLE 1 -A 

(Not Adjusted]) 

Average error (percent) 6.5 7.1 5.5 5.5 5.6 5.0 5.o 

Root mean square error 8.0 9.o 6.9 6.9 6.9 6.o 6.1 

Number of errors in 

of 3.0 peroent 53 47 5o 

Number of errors in excess 
of 5.0 percent 41 38 39 35 33 

Number of errors in excess 
of 10.0 peroent 19 23 9 12 10 5 

Number of positive errors 49 46 43 49 49 48 52 

1 

The State totals resulting from these oounty estimates were not adjusted to agree with State population 
estimate totals prepared by the U.S. Bureau of the Ceases. 

Souroe: Industrial Research sad Extension Center, University of Arkansas. 

TABLE 2 

AVERAGE PERCENTAGE 1970 CENSUS 
OF 1970 COUNTY POPULATION ESTIMATES, ARKANSAS, BY SIZE CLASS 

(Adjusted]) 

County Size Clase 

Number 

of 
Counties 

Component 
Method II 

(xi) 

Composite 
Method 
(x2) 

Ratio 

Correlation 

(x1,13) 

Group I 

Metropolitan 
7 6.4 5.5 4.1 5.2 4.1 5.2 4.7 

Other urban oountiea 
(50 percent or more 

of population urban) 10 6.7 10.2 6.7 7.8 8.2 6.5 7.4 

Rural counties 58 9.8 7.7 7.4 7.5 6.8 7.7 7.o 

All oountiea 75 9.1 7.8 7.o 7.4 6.8 7.3 6.8 

Group II, 

Population 100,000 
or more 1 0.1 5.0 3.7 2.5 4.3 1.9 2.9 

Population between 25,000 
and 100,000 21 7.1 6.2 6.8 6.2 6.1 7.o 6.4 

Population between 15,000 
and 25,000 20 9.4 8.5 7.7 8.0 7.8 7.6 7.6 

Population lees than 
15,000 33 10.4 8.6 6.7 7.9 6.6 7.6 6.8 

All counties 75 9.1 7.8 7.o 7.4 6.8 7.3 6.8 

1 
State totale resulting from these county were adjusted to agree with State population estimate 

totals prepared by the U.S. Bureau of the Census. 

Source: Industrial Ressaroh and Extension Center, University of Arkansas. 
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AVERAGE PERCENTAGE 1970 

OP 1970 COUNTY POPULATION ESTIMATES, BY SIZE CLASS 

(Not Adjusted') 

County Size Class 

Number 
of 

Counties 

Component 

Method II 
(Xi) 

Composite 
Method 
(I2) 

Ratio 
Correlation 

(ii) 

Averages 

(xl,x2) (12,x9) (11,X3) (11h,13) 

Group I 

Metropolitan oounties, 
7 5.5 4.1 1.9 3.8 2.7 9.4 3.1 

Other urban counties 
(50 percent or more 

of population urban) 10 4.3 8.8 5.2 5.7 6.6 4.2 5.3 

counties 58 7.0 7.1 6.0 5.7 5.8 5.3 5.2 

All counties 75 6.5 7.1 5.5 5.5 5.6 5.0 5.o 

Population 100,000 
or more 1 4.4 3.1 0.4 0.7 1.7 2.0 0.3 

Population between 25,000 
and 100,000 21 4.4 5.0 4.7 4.1 4.2 4.1 

Population between 15,000 
and 25,000 20 6.3 7.5 5.5 5.9 6.4 5.2 5.6 

Population less than 

15,000 99 8.o 8.2 6.2 6.3 6.0 5.4 5.4 

counties 75 6.5 7.1 5.5 5.5 5.6 5.0 5.0 

1 
State totals resulting from those county estimates were not adjusted to agree with State population estimate 

totals prepared by the U.S. of the Census. 

Source: Industrial Rase:woh and Extension Center, University of Arkansas. 

TABLE 9 

AVERAGE PERCENTAGE ERRORS 1970 OP 
OP 1970 POPULATION ESTIMATES, NT RATE OP 

(Adjusted ) 

County Growth Rate Class, 

1960 to 1970 

Number 
of 

Counties 

Component 
Method II 

(X1) 

Composite 

Method 
(X2) 

Ratio 
Correlation 

(X9) (12,(3) (X1,7[3) 

Peat growing counties 

(more than 7.7 percent) 99 9.1 6.9 6.0 6.4 5.5 7.0 5.8 

Slow growing counties 
(less then 7.7 13 8.3 7.7 5.7 7.2 5.8 6.3 6.2 

Counties losing population 29 9.4 9.0 8.6 8.5 8.7 8.2 8.3 

counties 75 9.1 7.8 7.0 7.4 6.8 7.3 6.8 

(Not Adjusted') 

Past growing oountin 
(more than 7.7 percent) 39 7.5 6.4 5.1 5.3 4.7 5.3 4.7 

Slow growing counties 
(less than 7.7 percent) 13 5.2 6.7 4.1 4.9 4.7 3.5 4.2 

Countin losing population 29 5.9 8.0 6.6 6.1 7.0 5.9 5.8 

All 75 6.5 7.1 5.5 5.5 5.6 5.0 5.0 

1 
The State totals resulting from thee. estimates were not adjusted to with State population estimate totals prepared by the U.S. Bureau of the Census. 

Source: Industrial and Extension Center, University of 
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POPULATION ESTIMATING AND THE CENSUS OF 1970, THE CALIFORNIA EXPERIENCE 

Walter P. Hollmann, State of California, Department of Finance 

I. CITIES 

After the years of working in dark- 
ness the California population estima- 
tors were at last able to confront their 
work systematically with the census. 
Perhaps it was not total darkness, since 
The State of California has a limited 
census program of its own. A series of 
test estimates were prepared for practi- 
cally all of the cities participating in 
a program of local estimates designed 
for the redistribution of tax monies. 
The test estimates were compared with 
the results of the census in terms of a 

number of common elements:- total popu- 
lation, household population, housing 
units of several types, households and 
persons per household. 

For the purposes of this paper, and 
by way of illustration, estimates for 
the cities within Orange and Santa Clara 
counties and the City of San Diego were 
scrutinized. One of the selected 
counties lies in the north, about forty 
miles south of San Francisco, the other 
in the south, adjacent to Los Angeles. 
Both have experienced unusual growth and 
they are served by different major power 
companies. One or more cities in each 
of the counties operates a municipal 
electric utility, while electric service 
is provided to the City of San Diego by 
a third major stockholder -owned utility. 

The estimates were all prepared by 
a housing unit method, for two rather 
critical reasons, which, on reflection, 
are the same...no data options. Since 
the purpose of the program is the distri- 
bution of tax money, a minimum time must 
elapse between the reference date and 
the date at which the new estimate can 
be used for entitlement calculations. 
Utility records and construction statis- 
tics are available on a nearly current 
basis. Other types of estimates, which 
I will discuss later, require data that 
are far too slow in coming and some are 
all but impossible to obtain for incor- 
porated cities. Secondly, the data 
usually available for cities do not per- 
mit estimates by other methods. 

The housing unit method, for those 
unfamiliar with this type of effort, is 
very simple. Total housing units are 
estimated by adding to those recorded in 
the latest census new construction and 
annexations and subtracting demolitions 
and the rare disincerporations. House- 
holds or occupied housing units are es- 
timated in a similar fashion by using 
residential electric customer increase 
since the census year. Group quarters 
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population, handled separately, is based 
upon local data while average household 
size is artfully increased or decreased 
from the benchmark on the basis of 
observed trend, or type of construction 
or occasionally upon school enrollment 
statistics, if the latter are collected 
for the incorporated area. House 
trailer or mobilhome population is 
handled separately from other household 
population because of the popularity of 
electric master metering in mobilhome 
parks. For those who prefer formulae: 

HUt=HUo+HUCo_t-HUDo_t+HUGo_t-HULo_t, 

where HUt is the estimate of total 
Housing Units (less mobilhomes) 
at the time of the estimate,and 

HU0 = Units at the benchmark date 
HUCo_t = Housing Units constructed 

between o and t 

HUDo_t = Housing Units demolished 
between o and t 

HUGo_t Housing Units annexed or gained 
between o and t 

HULo_t = Housing Units de- annexed or 
lost between o and t 

Construction includes units moved in; 
demolition includes those moved out. 

HHt HHo + RECo_t + MMHHo-t 

where HHt and RHo represent households 
(less those in mobilhomes) at 
the time of the estimate and 
the benchmark respectively 

RECo_t = change in Residential 
Electric Customers, suitably 
corrected for lags in recording 
annexations 

MMHH = change in master metered 
ousing units (other than mobil- 

homes) to which an estimated 
vacancy has been applied. 

Finally, Pt HHt x PPt+ TrPt + GQPt 

or, the total estimated popula- 
tion equals the product of the 
estimated households and the 
average household size plus the 
populations in mobilhomes and 
in group quarters. 

A comparison of the total estimated 
populations with the census leads to the 
inescapable conclusion that the method 
contains a sharp upward bias. Table 1, 

following shows the percentage differ- 
ence from the corresponding statistic 
in the Census of 1970 of each of five 



elements related to housing unit esti- 
mates from their estimated values. In 
Orange County the average error of the 
population estimates was 2.33 percent 
high; eleven cities were estimated to 
have 17,900 more inhabitants than the 
census reported while another were 
estimated to have 8,200 persons fewer 
than were reported. Among sixteen 
cities the estimates fell short by 6100 
households while among the remaining six, 
1900 too many were estimated. The 
method underestimated households but its 
failure (or rather the estimators' 
failure) to perceive the full effect of 
the drop in household size resulted in 
high estimates of population in spite of 
low numbers of households. Only five of 
the 22 were estimated low, the remaining 
17 were high. In Santa Clara County the 
total population was high by an aggre- 
gate of 33,500 in eight cities, low by 
6900 in seven cities. Households were 
estimated high by 4200 in five cities, 
and low by 4400 in ten; characteristi- 
cally the average household size was 
underestimated in only two of the cities. 

It is clear that at least within 
our hands, the method carries a serious 
upward bias and much more study is re- 
quired not only of the quality of the 
statistics used but also of the deter- 
minants of changing household size. 
Were the Bureau to provide persons per 
household by units in structure one 
might be able to estimate household size 
with more precision by use of the change 
in housing composition. Which gives rise 
to another concern with the Census. The 
column headed "Singles" in Table 1 pre- 
sents the percent error in our estimates 
of single housing units in the housing 
inventories of the cities in Orange and 
Santa Clara counties. The results are 
dismal; 20 of the 25 cities on the list 
were underestimated, and seriously. 
These were cities within the mail -out 
area and a study of the wording of the 
question on units -in- structure suggests 
overreporting of singles. If this is so, 
substantial doubt is cast upon the units - 
in- structure data. 

In a recent set of provisional esti- 
mates for California counties, the 
housing unit method was used but with a 
more vigorous attempt to establish an 
average household size on the basis of 
past trends in the variable itself and 
the partial indicator, school- enrolled 
children per household. Although we can 
not know if we were more accurate, the 
fact that the results of the population 
calculation by this method for the 58 
counties of California seemed to agree 
more closely with other methods than in 
the past was encouraging. 
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II.. COUNTIES 

Each summer, estimates of county 
populations in California are prepared 
for the current July 1 on a provisional 
basis and are revised for the preceding 
year. The methods used recently were 
based upon experimental work performed 
during the decade 1960 -70; four were 
used for provisional estimates and six 
for revisions. 

Two of the methods, designated 
Department of Finance Regression I and 
II are component techniques. The 
equations which appear in the handout are 

Z =. 1.103 + .73kX + .374Y 

= .172 + .215X + .921Y 

and were derived from 1950 -60 experience. 
The independent variables are, X equal 
to the percent change in occupied hous- 
ing units and percent change in residen- 
tial electric customers, respectively, 
in the two equations and Y equal to the 
percent change in school enrollment in 
grades 3 through 8 over the enrollment 
in grades 2 through 7 in the prior year 
in both equations, for each of the ten 
years, multiplied geometrically. The 
dependent variable Z represents net civi- 
lian migration as a percent of civilian 
population at the beginning of the year. 
It is apparent that the second equation 
weights school enrollment change more 
heavily than the first. In the post - 
censal estimating period, both equations 
perforce use the change in residential 
electric customers since estimates of 
household change are based upon that 
available statistic. 

The housing unit method, described 
earlier, is the third method, while 
Census bureau Component Method II is the 
fourth.- Two methods which present 
problems in timely data acquisition are 
the Composite Method of Bogue and Duncani 
and the Ratio Correlation Method de- 
scribed by Crosetti and Schmitt.3 The 
former method generates broad age groups 
of the population to be estimated from 
symptomatic indicators for which rates 
can be assumed. The latter is used to 
divide the total population of the State 
among the counties on the basis of the 
relationship of shares of seven indepen- 
dent variables to population shares- - 
births, deaths, elementary school enroll- 
ment, fee -paid auto registrations, 
income tax returns, covered employment 
and taxable sales. 

For the tests, the first four 
methods were used to calculate the popu- 
lations of the state and its 58 counties 
as of April 1, 1970, and the averages of 
the four as well as the averages of the 



four adjusted for the assumed effects 
of the two additional methods were cal- 
culated. The standards of comparison 
were the state and county final total 
census populations less estimated mili- 
tary, a civilian figure subject to later 
change when sample data are ready for 
use. Two methods for which current 
data could not be obtained --Ratio Cor- 
relation and Composite --were calculated 
for July 1, 1969 and compared with the 
latest intercensal estimates for that 
date, estimates which were based upon 
as much of the detail of the Census of 
1970 as was available. Thus, there are 
eight comparisons possible --each of 
four methods, their arithmetic mean and 
an adjusted mean, six with the 1970 
census, and two additional methods with 
a 1969 standard based upon the 1970 
census. 

Statewide, the Housing Unit Method 
estimated 4.8 percent high while Census 
Bureau Method II estimated 3.0 percent 
low. The average of the four methods 
was .16 percent high when adjusted for 
the presumed effects of the two missing 
methods and only .09 when left unadjust- 
ed. Apparently the four methods for 
which reasonably current data can be 
used, when averaged, yield the best 
estimate of the State's population, 
but this is not necessarily the most 
satisfactory technique if minimum error 
in county populations is the criterion. 

California has 58 counties of 
which 24 are metropolitan, i.e. they 
are Standard Metropolitan Statistical 
Areas or parts thereof, and 34 are non - 
metropolitan. Of the 24, those of 
500,000 inhabitants or more are 10 in 
number; of the 34 those with 20,000 or 
more inhabitants number 18. On this 
basis, four strata were identified, 
large and small metropolitan counties 
and large and small nonmetropolitan. 

The fourth stratum contained one 
county (Alpine) of 484 and one of 2365 
inhabitants (Sierra); mean errors were 
calculated with and without these two. 
Table 2 displays the mean errors from 
the different methods and combinations 
of methods for the strata. Except in 
the state totals, absolute values of 
errors were averaged, hence no effect 
of upward or downward bias is presented. 
No Ratio Correlation value is shown for 
the State since use of the method is 
restricted to allocation by county of a 
predetermined whole. The best perfor- 
mance in estimating the large metropol- 
itan counties shown in the table is 
that of Ratio Correlation, with a mean 
error of one percent. The best method 
for all counties was the Adjusted 
Average with a mean error of five per- 
cent and a very creditable two percent 
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for the largest counties; it estimated 
Los Angeles County within .06 percent, 
but this is not shown. 

Table 2 compares the success of the 
methods in another way in comparing for 
each method, separately for the metro- 
politan and nonmetropolitan, the number 
of counties estimated high with the num- 
ber estimated low. In the same table a 
comparison of the methods with respect 
to the magnitude of errors of estimating 
is shown. Four ranges were selected 
which might be subjectively characterized 
as "excellent ", "good ", "fair to poor" 
and "unacceptable ", or in percent error 
ranges, 0 to 1.99, 2.00 to 4.99, 5.00 to 
9.99 and 10 percent or greater. 

It is apparent that for California 
counties the composite method seems to 
estimate low as often as high for metro- 
politan and nonmetropolitan counties, 
taken together, although it tends to be 
slightly high in nonmetropolitan counties. 
The results show that it was "excellent" 
in half the metropolitan counties but 
less than one -sixth of the nonmetropoli- 
tan; in fact this otherwise successful 
method was 10 or more percent off the 
mark in nearly a third of the npnmetro- 
politan counties. Ratio Correlation, 
with a slight tendency to estimate high 
seems to have yielded the best results 
but the fact that it is controlled to an 
accepted total renders this less than 
miraculous. Unfortunately, neither of 
these methods are satisfactorily timely, 
i.e., they can not be used for developing 
current -year estimates. 

Turning to the four methods that can 
be used for current -year estimates, the 
tendency of the Housing Unit Method to 
estimate high is obvious in both metro- 
politan and nonmetropolitan counties. 
Its accuracy, when measured against the 
census is only fair for metropolitan 
counties, (14 of 24 metropolitan counties 
within five percent) and poor for non - 
metropolitan (seven of 34). Census 
Bureau Method II, one of the poorer 
methods for estimating the State, was 
about as accurate (13 of 24 metropolitan 
counties within five percent, nine of 34 
nonmetropolitan). 

Although the first of the two De- 
partment of Finance regression methods 
performed rather well with 19 of 24 

metropolitan counties and 15 of 34 non - 
metropolitan counties (within five per- 
cent), the adjusted average was slightly 
better. The case might be made, indeed 
has been made, that averages of methods 
are preferable to single methods in this 
type of estimating. 

What remains to be done in Califor- 
nia is a standardized test of Method II, 



the Composite and Ratio Correlation to 
the specifications of the Bureau to 
enable those in the Cooperative Program2 
to evaluate methods for counties across 
the nation. 

Inquiries were made of several 
other western states in order to compare 
our experience with that of others. 
Although it was determined that no two 
states were engaged in the same esti- 
mating activities with respect to their 
counties, the efforts of the several 
states were not without common elements 
and concerns. Utah, for example, re- 
ported that its estimates of major 
counties were satisfactory but trouble 
was encountered with the smaller ones. 
Its errors were between five thousandths 
of a percent to 20 percent with a median 
of 3.7 percent and their methods a modi- 
fied Method II and another component 
method as well as membership statistics 
from the L. D. S. Church. 

The State of Washington is in the 
process of preparing tests of methods. 
Census Bureau Method II underestimated 
the State by eight percent and yielded 
the poorest distribution by county, 
especially in the larger ones. Ratio 
Correlation gives the best basis for 
distributing the States' population. 
Of the 39 counties of the State, it 
came closest in 20, the Composite 
Method came closest in 14 and Method II 
in 10. 

Hawaii, with four counties, used a 
still different approach.. The State 
total was estimated by the Bureau, using 
a weighted average; 25 percent Ratio 
Correlation, 25 percent Method II and 
50 percent a special Hawaii component 
method using arrival and departure data 
for net migration. As the decade pro- 
gressed, the two traditional methods 
diverged increasingly from the special 
component method and in 1970 were sub- 
stantially closer to the Census. It 
was concluded that departures were less 
scrupulously recorded than arrivals by 
the steamship companies and airlines; 
the result was an overestimate of the 
population by the Hawaii method. Table 
4 shows the extent of the error of esti- 
mation and the percent distribution 
among Hawaii's four counties. 

Hawaii analysts feel that a part 
of the error is the result of a census 
undercount and they are encouraged in 
this belief by surveys of selected areas 
and covered worker statistics. 

In closing my remarks to this panel 
on "Why Did Intercensal Estimates Go 
Wrong in the 1960s ?" I should allude 
to some of the problems we have had in 
our local estimates work with the Census 
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benchmark. In the material from the 
first count which was hungrily consumed 
by local planners, a substantial number 
of misallocations were detected, errors 
attributable to the address coding guide 
or to other sources of inaccurate coding. 
Such errors, which may be negligible 
when dealing with a unit as large as a 
county, loom very large when attempting 
to evaluate an estimating method for a 
city. We are indeed fortunate in having 
the summary tape information for without 
it we would have been unable to under- 
stand, and sometimes to detect census 
errors. With it we can occasionally 
reconstruct what probably happened. Is 
it not fair to ask that in local esti- 
mates, at least, on the basis of an 
active program of data collection and 
estimates of population and housing, 
"Where did the Census go wrong ? ". It 
is also fair to ask whether small area 
data from the second and subsequent 
counts can be very useful to local 
people unless a substantial effort 
toward their improvement is undertaken. 

1 

Bureau of the Census, Current Popula- 
tion Reports, Series P -25 No. 339, 1966. 

2 

Bogue, Donald J. and Duncan, Beverly 
"A Composite Method for Estimating 
Postcensal Population of Small Areas by 
Age, Sex and Color ". U. S. Department 
of Health, Education and Welfare, 
Selected Studies, Vol. 47 No. 6, 19690 

3 

4 

5 

Crosetti, Albert H. and Schmitt, 
Robert C., "A Method of Estimating the 
Intercensal Population of Counties ", 
Journal of the American Statistical 
Association, December 1956, pp 587 -590. 

Table 4 furnished by Robert C. Schmitt, 
Department of Planning and Economic 
Development, State of Hawaii. 

Meyer Zitter, "Federal -State Coopera- 
tive Program for Local Population Esti- 
mates," The Federal Registrar and Sta- 
tistician, U. S. Department of Health, 
Education and Welfare, January 1968. 



Table 1. COMPARISON OP ELEMENTS OP ROUSING UNIT METHOD, 
CENSUS AND TEST ESTIMATES. 
SELECTED CALIFORNIA CITIES. 

PERCENT DEVIATION 

ORANGE COUNTY HOUSEHOLDS HOUSEHOLD 
POP. 

HOUSING 
UNITS 

SINGLES 
- 

PERSONS. 
PER. 

Anaheim 2.04 4.79 - .36 - 4.56 22.33 
Sr.. -1.49 -6.33 3.60 3.42 - 5.07 

Park - .36 2.82 .01 -12.47 3.29 
Costa Mesa -1.20 3.39 1.38 -- 4.66 
Cyp -2.05 1 479 - 4.54 -- 4.02 
Fountain Valley -3.20 - .91 - 8.00 -- 2.37 
Fullerton -3.97 -2.39 - 1.34 3.29 .16 
Carden Grove -1.28 .78 - 1.23 2.99 2.09 
Laguna Beach -6.46 -4.62 - 1.32 1.17 2.00 
La Habra -6.00 3.01 - 3.54 -- 9.57 
Los Alamitos -8.31 -6.77 - 6.52 -- 1.67 
Newport Beach -2.77 -2.34 4.76 3.30 .47 
Orange -2.67 -2.03 - 2.43 6.90 .64 

1.67 .86 4.39 .44 - .80 
San Clements -1.35 .44 7.29 1.90 
San Juan Capistrano -5.11 -6.37 4.66 -- - 1.36 
Santa Ana -1.93 - .23 2.01 - 3.70 1.73 
Seal Reach .27 -1.64 .09 - 1.90 
Stanton 6.19 3.72 3.75 7.53 - .45 
Tustin 3.39 8.82 4.17 3.61 6.09 

- .51 .06. - .80 - 3.32 -.56 

Torba Linda 2.28 2.51 .26 .27 

SANTA CLARA COUNTY ROUSENOLDS HOUSEHOLD ROUSING PERSONS 
POF. UNITS PER. 

Campbell 3.04 1.27 4.9 -16.8 - 4.13 
Cepertins 1.73 8.41 - 2.8 -10.1 6.32 
Gilroy - 9.44 8.44 - 4.8 - 3.6 1.16 
Los Altos - .25 4.16 1.4 2.6 4.36 
Loa Altos Hills - 3.92 .46 - 3.89 4.65 
Los Gatos - 9.64 8.31 -.9.3 -15.8 1.69 
Milpitas - .91 3.18 - 0.3 - .5. 4.24 
Monta S -15.13 -20.05 12.2 -- 5.85 
Morgan Hill -14.34 -11.69 =16.60 -- 2.87 
Mountain 3.85 9.07 10.60 - 8.40 5.16 
Palo Alto - 5.73 1.36 - 4.79 3.43 7.87 
San Jose 1.88 4.46 3.57 - 1.17 2.39 
Santa Clara - 4.77 - 2.27 - 5.56 - 8.48 2.52 
Saratoga - 3.96 - 2.07 .18 - 1.56 1.86 
Sunnyvale 2.33 6.08 7.83 1.56 3.50 

City of San Diego 2.26 2.91 2.54 .89 

Table 2. COMPARISON OF ERRORS-1 SIX ESTIMATING METHODS 
AND AVERAGES OF METHODS, COUNTY GROUPINGS, CALIFORNIA 

METHOD 1 2 3 4 5 6 7 8 

State 
As a 
whole 

58 
countie =counties 

10 Metr 

500,000 
and Ovar 

14 Metro 
countiee.Metro 
of less 
than 
500,000 

3.707 

18 Non- 

counties.. 
20,000 
and over 

5.277 

16 Non- 
Metro 
counties. 
under 
20 000 

7.599 

15 small 
counties 
less 
Alpine 

6.439 

14 small 
counties 
less 
Alpine, 
Sierra 

5.974 Four -Method Average, 
1970, Adjusted to Six 

+0.161 4.977 2.021 

Four Method Average, 
1970, Unadjusted 

-0.089 5.761 2.804 3.915 6.258 8.667 
. 

7.867 8.042 

D of F 
Regression 19701 

-0.217 5.043 2.689 3.203 5.114 8.046 6.489 6.877 

REC D of F 
Regression II, 19704 

-2.031 5.667 3.973 5.229 5.404 7.406 7.651 8.150 

Housing Unit, 1970 44.844 8.215 4.702 4.649 8.347 13.382 11.188 11.184 

Census Bureau 
Method II, 1970 

-2.951 7.079 5.882 6.090 8.183 7.450 7.395 7.154 

Composite, 1969 1.18 6.96 2.60 3.55 6.28 13.42 10.85 7.38 

Ratio Co.relation, 1969 4.87 .99 3.54 4.59 8.78 7.27 7.72 

1. Excepting for State as a whole, errors are averaged without regard for sign. 
2. Z - -1.103 + .734X + .314Y; X - Household ratio, ERR; Y School enrollment ratio Grades 3- 8/Cr.2 -7 
3. Z - .172 + .215X + .921Y; X - Residential electric customer ratio,REC;Y School'enrollment ratio 

Population Research Unit 
1623 10th Street 
Sacramento, California 95814 
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Table 3, DIRECTIONS AND MAGNITUDES OF ERRORS OF SIX ESTIMATING METHODS AND 
AVERAGES OF METHODS, METROPOLITAN AND NONMETROPOLITAN COUNTIES, .CALIFORNIA 

Frequency distributions of 24 Metropolitan and 34. Nonmetropolitan counties. 

DIRECTIONS MAGNITUDE. 

METRO NONMETRO METROPOLITAN NONMETROPÓLITAAN 

High Low High Low 0 -1.9 2- 
4.9 

5- 
9.9 

10X6 
over 

0- 
1.9 

2- 
4.9 

5- 
9.9 over 

Four- Method Average, 
1970y Ad1ueted to Six 14 10 30 4 11 1 6 13 6 

Four - Method Average, 
1970. Unadjusted 14 10 31 3 8 10 5 4 6 16 8 

HHR D of F 
Regression I '1970 15 9 26 8 11 8 4 1 8 13 6 

REC If F 
Regression II, 1970 

Housing Unit, 1970 

9 15 28 6 7 9 5 6 14" 5 9 

23 1 33 1 7 9 1 1 6 9 18 

Census Bureau 
Method II_, 1970 10 14 26 8 3 10 8 3 8 1 16 9 

Composite, 1969 

Ratio Correlation, 1969 

11 

15 

13 19 15 12 8 3 1 5 11 10 

17 17 15 1 1 8 7 13 6 

TABLE 4 

STATE OF HAWAII 

1969 estimate 1970 census 

County Number Percent Number Percent 

State total 793,747 100.0 769,913 100.0 

Hawaii 67,229 8.5 63,468 8.2 
Honolulu 645,319 81.3 630,528 81.9 
Kauai 31,666 4.0 29,761 3.9 
Maul 49,533 6.2 46,156 6.0 

APPENDI)( 

HOUSING UNIT METHOD CALCULATIONS 

HUt HUo + HUCo_t-HUDo_t + HUCo_t - HULo_t 

HHt + RECo_t + A MMHH0_t 

Pt 
HHt x + TrPt+ GQPt 

DEPARTMENT OF FINANCE REGRESSION EQUATIONS 

I. Z 1.103 + .734X + .374Y 

II. Z .172 + .215X + .921Y 
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DISCUSSION 
Peter A. Morrison, The Rand Corporation 

Population estimates usually are prepared 
with practical rather than experimental objec- 
tives foremost in mind. The contexts of many 
comparative studies so far have arisen fortui- 
tously, leaving little room for experimental de- 
sign in advance. Even when such forethought has 
been possible, adherence to a rigid scientific 
design usually proves impractical. The following 
points illustrate complications that typically 
arise: 

The quality of the data used for estimation 
generally varies from one population to another, 
with uneven effect on individual methods. The 
accuracy of Component Method II, for example, is 

vulnerable to poor school -enrollment data since 
these form the basis for its migration estimate. 
The quality of data and the precision of a method, 
therefore, cannot be separately distinguished. 

In small -area applications, modifications often 
are necessary to adapt an estimating method to the 
local data environment. Instances where one 
method has been applied to every population in a 
computationally consistent manner are the excep- 
tion rather than the rule. These variations re- 
duce strict comparability to an unknown degree. 

Comparisons among methods that have been 
applied to separate universes are especially 
hazardous, since the accuracy of an estimate 
varies systematically with a population's abso- 
lute size and its relative rate of growth. One 
method may appear more precise than another 
simply because the former was applied to a dis- 
proportionate number of heavily populated or 
slowly growing areas, both of which lend them- 
selves to more precise estimation. 

Statistical measures used to gauge the relative 
precision of estimating techniques are inade- 
quate. Effective comparisons are difficult, and 
statistical appraisals of differences are rarely 
conducted. The conventional measure adopted in 
most studies is the mean of percentage devia- 
tions, neglecting signs, between estimated and 
enumerated populations (symbolized hereafter as 
D).l This measure indicates relative error in- 
dependent of an area's absolute population size, 
thereby weighting large and small study popula- 
tions equally. As a result, a few numerically 
small populations- -for which relative error can 
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be large --may swamp the measure, overstating the 

actual degree of imprecision. 

The short estimating periods used in some com- 

parative studies occasionally favor simple ex- 

trapolative procedures over more analytical tech- 

niques. These results must be viewed with cau- 

tion. A minimum imprecision is inherent in 
several of the latter methods; and although simple 

extrapolation will sometimes outperform them in 

the short run, it should not be concluded that 

this advantage will hold for longer intervals. 

All of these complications discount the value 

of most comparative evidence now available. Ex- 

haustive performance tests based on 1970 census 

data are planned by the Bureau of the Census. For 

now, the current evidence lends itself to only a 

few general conclusions. 

CONCLUSIONS SUPPORTED BY COMPARATIVE EVIDENCE 

1. No single method of estimating local popu- 
lation shower consistently greater accuracy, al- 
though the Regression Method continues to look most 
promising. 

2. Evidence consistently shows that lower 
average error can be attained by averaging to- 
gether estimates madA by different methods. 

3. Average error tenda to be Power for coun- 
ties whose populations are or metropolitan. 

4. Average error varies with rates of popu- 
lation growth. D is lowest among slowly growing 
counties, followed by rapidly growing counties, 
followed by counties losing population. 

1 

D 

N 
Estimated - Enumerated 

X 100 
i -1 Enumerated 

N 
where N is the number of populations for which 
estimates are prepared. 

Reference: 

Morrison, Peter A., Demographic Information for 
Cities: A Manual for Estimating and Projecting 
Local Population Characteristics, R- 618 -HUD, The 
Rand Corporation (June 1971). 



FERTILITY AND MORTALITY ESTIMATION FROM SINÓLE -ROUND SURVEY DATA 

Hilary J. Page, Princeton University 

A majority of the world's population 
lives in areas in which universal birth and 
death registration systems are either absent or 
else so incomplete as to yield records that are 
practically useless for fertility and mortality 
estimation. Modernizing countries will doubtless 
need in the long run to develop efficient civil 
registration systems; but for most developing 
countries the attainment of this ideal is many 
years, if not decades, away. In the meantime, 
attempts are being made to develop specifically 
demographic data -collection and analysis 
procedures that will produce more reliable 
estimates of vital rates than are permitted by 
existing civil registration systems. Strategies 
to improve direct recording of vital events 
include intensive registration schemes in sample 
areas; multi -round surveys, or repeated recording 
of the individual elements in sample populations; 
or some combination of these as in dual- records 
systems of the PGE type, in which events recorded 
by one observation system are matched against 
those recorded by an independent system and an 
estimate of the total events (including those 
missed by both systems) is obtained from the 
results of the matching process. This type of 
strategy is the focus of Seltzer's paper 
presented later in this session, evaluating PGE 
studies [15]. 

An alternative tactic in the absence of 
adequate registration records is to avail oneself 
of the indirect evidence on fertility and mortality 
that can be gleaned from s;ngle -round censuses or 
surveys. The principle forms of evidence are the 

reported age -distributions and retrospective 
reports of reproductive and bereavement 
experiences. Such data are typically fragmentary 
and defective, besides being indirect, and they 
certainly cannot be taken at face value. However, 
in the last two decades a large body of estimation 
techniques has been developed to extract the most 
reliable and informative components of these data 
and to derive estimates of vital rates from them, 
by exploiting the relationships that must hold 
between various demographic variables. 

This paper reviews several of the 
indirect estimation techniques that are most 
widely applicable in the developing world at the 
present time - that is, techniques appropriate 
when the only data available are those from one 
or very few single -round censuses or surveys and 
are more or less defective in quality. The 
papers by Cho [3] and Zachariah [21] that follow 
discuss special procedures that are applicable 
under less inauspicious circumstances: situations 
in which the data either exhibit exceptionally 
high quality with respect to age- reporting (in 
this case, Korea) or form a series extending over 
a comparatively long time- period (several Arab 
countries). 

It is obviously impossible to present a 
fully comprehensive review of the state of the 
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art in a short paper. The literature on indirect 
estimation of vital rates is substantial; for a 

detailed description of the basic principles and 
procedures the reader can be referred to a U.N. 
manual devoted to the subject [18]. The present 
paper is restricted to little more than a sketch 
of some of the possibilities that are based on 
analyses of aggregate age- distribution data, and 

concentrates on use of the more detailed inform- 
ation gathered from retrospective fertility and 
mortality reports. My practical assessment of 
these techniques derives largely from experience 
with their application to materials from Africa 
south of the Sahara: major analyses of these data 
have been carried out at the Institut National 
des Statistiques et des Etudes Economiques in 
Paris [11] and at Princeton [2]. Many of the 
problems that arise are not peculiar to these 

particular data sets but are commonly found, with 
greater or less intensity, in other developing 
areas. 

Estimation from age -distributions 

Given age- distributions from two 
censuses or surveys (and the assumption that the 
population is closed to migration) one can 
readily estimate apparent intercensal survival 
rates for each age -group and hence build up a 
life table for the intercensal period. provided 
there are no inequalities of coverage between 
the two censuses to bias the estimates. 
systematic patterns of age- misreporting often 
give rise to wild fluctuations between the 
estimates for adjacent age -groups (or even 
reported survival rates exceeding unity) making 
the results unusable as the,' stand. Mortality 
estimation under these conditions is greatly 
facilitated by our knowledge of the strong 
tendency for death rates at different ages in 
any population to be intercorrelated. Thus if 
we can determine the mortality level for one 
age -group it is possible to estimate upper and 
lower limits for mortality rates at other ages. 
Exact determination of mortality rates at other 
ages is not feasible because the inter - 
correlations are not perfect; in fact, several 
distinct age- structures of mortality have been 
detected, and from these various sets of model 
life tables have been prepared incorporating each 
age -structure at different levels of mortality. 
Three sets of model tables have been developed to 
date. The first set was prepared by the United 
Nations in 1955 [17], and has been widely used; 
this set has now been largely replaced by 
subsequent sets because it does not embody 
variations in the age- structure of mortality at 
the same overall level as do the later tables. 

The later models consist of the four 'families' 

(age- structures of mortality) prepared by Coale 
and Demeny at Princeton [7], and the various 
combinations of mortality patterns incorporated 
in the tables prepared by Lederman at the 
Institut National des Etudes Démographiques in 



Paris. The most striking difference between the 
various observed age- structures of mortality lies 
in the relationship between infant and early 
childhood mortality (under age 5) on the one hand, 

and adult mortality on the other. These 
differences imply that it is useful to have 
separate estimates of adult and of early child- 
hood mortality. 

Adult mortality rates can be estimated 
fairly reliably by comparison of the reported 
intercensal survival rates and those embodied in 

model life tables. In practice it is necessary 
to cumulated sections of the age- distribution 
rather than individual cohorts, in order to 
minimise the effects of age -misreporting. The 
technique of forward projection can be used to 

project successive cumulated segments of the 
age- distribution recorded in the first census 

(for example, the population aged over 10 years, 
over 15 years, étc.) according to the survival 
rates of the most likely model life tables; the 

resulting projected populations can be compared 
with the population actually recorded in the 
later census. The model life table producing 
the best fit can then be taken to represent 
mortality rates over all age -groups - except the 

very youngest age -group, for which no survival 
ratio is reported. If we are prepared to assume 
that childhood and adult mortality bear the same 
relation to each other in the population as they 
do in the model life table selected, then the 

overall average intercensal death rate can be 
estimated by applying the model's age -specific 
mortality rates to the mid -period population. 
Since the intercensal growth rate is also known, 
the overall birth rate can be obtained by 
subtraction. However, the assumption about 
childhood mortality is questionable: it would be 

preferable to make separate estimates of this 
using other forms of data and other estimation 
techniques. 

Recent fertility levels can also be 
estimated from one age -distribution by reverse 
projection of the population under age 5, assuming 
that this number is accurately reported (which is 

unlikely) and that childhood mortality conditions 
are known from some other source. Alternatively, 
since the age- distribution of a closed population 
depends only on its recent history of fertility 
and mortality, if a stable situation can be 
assumed then one has the range of stable population 
theory at one's disposal for estimation [18,19]. 
If either the rate of population increase is known 
or an index of mortality is available, then 
fertility levels can be inferred from an age - 
distribution. Tabulation of stable age - 
distributions by Coale and Demeny [7] has greatly 
simplified this sort of estimation; also tabulation 

of approximate adjustment factors for quasi -stable 
situations in which mortality has been declining 
[18]. However, the assumption of stability (or 
some conjecture as to the nature and extent of 
departure from stability) limits successful 
application of the method. Furthermore, choice 
of a particular age -structure of mortality may 
introduce errors. Fertility estimates from model 
stable populations are not severely affected by 
this. Mortality estimates are very sensitive to it, 
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and consequently cannot be accorded much 
credibility unless there is independent 
evidence as to the appropriate age- structure to 
use. Finally, there is the problem of age - 

misreporting: birth rate estimates, for example, 

vary widely depending upon which index of the 
age- distribution is taken as the most reliable; 

detailed analysis of the age -distribution data is 

really required in each individual case to select 
this index. 

Retrospective fertility data 

Given highly accurate information from 
women regarding the birth dates of both themselves 
and each of their children, one can determine the 

age- specific fertility rates that have been 

experienced by each cohort. If we then assumes 
that the fertility experience of those who have 
died was not exceptional, then we can recon- 

struct in detail the population's fertility 
experience over roughly half a century. For most 
developing countries we must rule out the 

possibility of obtaining large numbers of individ- 
ual reproductive histories of sufficiently high 

quality. In societies where respondents usually 
know neither their own nor their children's 
chronological ages, the intensive interviewing 
and highly trained enumerators required to 
produce full and accurate records are beyond the 

scope of most large -scale demographic enquiries. 
Bogue [1] has developed techniques of recording 
and analysing full pregnancy histories, but these 
would generally appear to be limited in 
application to small and very intensive studies 
or to the younger and better educated segments of 

the population. 

The data that can be, and have been, 
more widely collected are much less ambitious. 
They consist of mean parity (average number of 
children ever born per woman up to the date of 
the survey) and current fertility (average 

number of children born per owoman during the 
year preceding the survey) - both sets of data 
being tabulated typically for 5 -year age -groups. 

Both types of data are subject to severe weak- 
nesses and cannot be used directly. 

Current fertility data would permit 

straightforward calculation of the prevailing 
age -specific fertility schedule if they were 
accurate; but accuracy is unlikely on several 
grounds. Patterns of age- misreporting system- 
atically related to physical maturity and pre- 
conceptions about age at puberty, to marital 
status, or to apparent fertility are all likely, 
since age is frequently estimated on the basis 

of these more readily observable characteristics. 
As one official report expressed it (Central 
African Republic), a married woman's age is too 

often estimated by rule of thumb as being '14 
years plus twice the number of children she has 
borne' [6, p. 13]. Such biases may account for 
the improbably high mean age of the fertility 
schedule reported in the 1960 Ghana Census ([10, 
pp. 7 -9] and also noted in the 1962 Kenya Census 
[2, p. 173], fOr example. Even estimates of the 
overall population birth rate from the current 



fertility data are highly dubious because of mis- 
reporting.of the occurence or non -occurence of a 

birth in the preceding twelve months. There 

seems to be a tendency in many populations for 
either over- or under -reporting of these events 

- the reason, it is usually suggested, being a 

misperception of the specified reference period. 

In addition, there is the problem of straight- 
forward omission of some births: infants that 

died very shortly after birth are probably 
particularly likely to be omitted, especially if 

the birth occurred a long time before the survey. 

Analysis of the births reported for a one year 

reference period in Upper Volta provide an 

illustration of typical data defects. When tab- 
ulated by month of reported occurence, the monthly 
total fell off quite regularly and rapidly with 
increasing remoteness from the survey date [19, 

p.246]. This feature might indicate either a 
propensity to misperceive time periods, or a 

tendency to omit births with extension of the 
recall period. Whatever the cause, the observ- 
ation enhances one's levels of skepticism with 
respect to the raw data. 

Accurate age -specific parity data could 
be used directly to provide a summary measure of 
the average fertility to date of each cohort - a 

measure of completed fertility for those cohorts 

that have passed the childbearing age. Strictly, 
it would be a measure for the surviving portion 
of the cohort, but the effects of mortality 
differentials between relatively fertile and 

relatively infertile women are presumed to be 

negligible.The age- reporting problem is at least 
as severe here as with current fertility data, if 
not more so. The parity data are likewise subject_ 
to omission; this usually appears to be of 
considerable magnitude in older women's reports, 
which consequently have little credibility. 

The simple fact that the average parity 
of any cohort of women corresponds to the 
cumulation of the age- specific fertility rates 
they have experienced can be exploited in a number 
of ways; though in practice, difficulties often 
arise from the curvilinearity of typical age - 
specific fertility schedules combined with the 
fact that data are frequently available only for 
5 -year age -groups, which necessitates some form 

of curve fitting. Straightforward differencing of 
the parity data to obtain estimates of age- specific 
fertility rates is one possibility if data are 
available by single years of age. This requires, 
though, that reporting of both age and parity be 
very accurate; moreover, unless fertility has been 
extremely stable in the past, the results 
confound the effect of the rise in parity for 
each cohort as it passes through its reproductive 

span with the effect of differences in fertility 
experience between successive cohorts. The 
conditions required for this easy procedure to 
work are mrely encountered. 

Where moderately complete registration 
records exist and where age is reported quite 
accurately, the more reliable portions of the 
parity data (those relating to younger women, who 
are less likely to omit a significant proportion 
of births) can be used to provide some check 
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and ajustment of the registration data. Comparis- 
on of the younger women's reported parity with 
the average parity levels implied by the 
cumulated age -specific fertility rates recorded 

for the same cohorts in the registers provides an 
adjustment factor for these registration data. 

If we can assume that the level of registration 
completeness is uniform at all ages and for all 
cohorts, then this adjustment factor can be 

applied to all the registered births, permitting 

estimates of cohort fertility rates and hence of 
both current levels and of past trends (if the 

registration series covers any length of time). 
Registration data are rarely of sufficiently 
high quality to be amenable to this form of 
adjustment, however. 

With the assumption that fertility rates 

have been constant in the recent past, the 
cumulation of current fertility data from a cross 

-sectional survey corresponds to the past 
experience of the various cohorts of women, 
summarised in their average parity. Under these 
conditions we can estimate prevailing age - 
specific fertility rates from the current fertil- 
ity data in a manner analogous to that in which 
both prevailing and past rates can be obtained 
from adjusted registration data. In this case 
the current fertility data are assumed correct in 
age -structure though not necessarily in level; 
that is, it is assumed that any tendency to over - 
or under -report current births is the same for all 

age -groups. Brass has developed an ingenious 
procedure on the basis of this, by which the 
current fertility rates by 5 -year age -groups can 
be converted into the average parity levels they 
imply for the same 5 -year age -groups, taking into 
account the curvilinearity of fertility schedules. 
[18, chapters 2 and 7; 2, chapter 3]. The 
procedure utilises a model age- structure of 
fertility for populations not practising fertility 
control; it is allowed to vary only in its 

starting age.T he location of the model that is 
appropriate for any particular population is 

determined from the ratio of the current fertility 
rates for the two youngest reproductive age - 
groups. A model that was allowed to vary in form 
as well as starting point might better describe 
the variety of fertility schedules. Coale [8] 

has recently shown that the age -pattern of entry 
into marriage follows a standard pattern that 
varies in both starting point and form; since the 
rising portion of the fertility schedule in 
populations not practising fertility control 
is determined largely by the age -pattern of entry 
into marriage, both parameters should probably 
included in model fertility schedules. However, 
in practice this point is very minor: the 
improvement any such refinement might introduce 
is probably paltry in relation to the errors 
that arise from defects in the data. 

The Brass method is very appealing and 
has been used extensively. But it is sensitive to 
fertility trends and to data defects - especially 
it is very sensitive to massive and systematic 
age -misstatements like those common to data from 
tropical Africa [2, chapter 3, appendix B], and 
its practical value is therefore limited. 



Despite the availability of retrospective fertility 
data in many areas, we are often thrown back to 
inferring fertility from age- distribution data. 

Retrospective mortality data 

Current mortality data from single -round 
surveys - that is, deaths by age during the 
preceding twelve months - are of notoriously poor 
quality. Errors and omissions are rife and the 
data are rarely usuable. 

Mortality at early ages can, however, be 
estimated from data on the number of children 
ever born and the number of these surviving, 

tabulated by age of mother. The basic method, 
again developed by Brass [18, chapters 2 and 7 ; 2, 

chapter 3], involves conversion of the proportions 
surviving into conventional life table functions. 

The essential idea is that, if the time distribut- 
ion of births that have occurred to a group of women 

is known, then the proportion surviving for these 
women at any point in time can be viewed as a 

function of the mortality schedule to which the 
children have been subject. Roughly speaking, the 

proportion dead for women 20 -24 years of age 
corresponds to the probability of dying before 
age 2; that for women aged 25 -29 years to the 

probability of dying before age 3, and so forth. 

The correspondence is only approximate because of 
the effects of different age- structures of mortality 
and of different time distributions of births. The 
time distribution of births that have occurred to 

a cohort of women is given quite simply by the age - 

specific fertility schedule they have experienced; 
if we knew this then we could determine the age - 
distribution the children would have in the absence 

of mortality. If we also knew the probability of 
dying to which the children have been subject we 
could calculate'the proportion of them that would 
have died before the survey; conversely, given the 

proportion dead, we can calculate the probability 
of dying before a certain age, for any particular 
age- structure of mortality. The method involves 

the input of two models, therefore; one for the 
assumed age -structure of fertility and one for 
that of early mortality. 

Brasa used the same model age- structure 
of fertility to determine the time -distribution 
of births as is úsed in his fertility estimation 
method; here the ratio of parity levels reported 
for the two youngest reproductive age- groups is 

used as an index of the appropriate starting age. 
Unfortunately, this index is rather sensitive to 

the forms of misreporting that are probably common. 
Sullivan [16] has developed a modification of the 
Brass basic procedure using an alternative way of 
determining the time distribution of births. This 
is based on empirical single -year age -specific 
schedules rather than on a standard schedule, and 
hence to some extent circumvents the problem that 
the standard does not allow for variations in form 
as well as starting age. Moreover, the modific- 
ation uses the ratio of parity levels for the 
second and third reproductive age -groups, which 
is probably sless sensitive to data errors than 
the ratio for the first and second groups. The 
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modification is based on regression analysis 
(for various levels and age -patterns of 
mortality) of the relationships between the 
proportion dead of children ever born for women 
in each age -group and this index of the fertility 
schedule. Sullivan found very close relation- 
ship between this index on the one hand and the 
conversion factor needed to transform the 
proportion dead into the corresponding life 
table function. He found this over the entire 
range of mortality levels within each of the 
Coale -Demeny families of model life tables, but 

slightly different relationships between these 

families. Regression coefficients for the Korth 
and West families are given in: - 

North 
2q0 /D2 = 1.30 - .63(P2/P3) 

3g0/D3 
= 1.17 - .50(P2/P3) 

5q0 /D4 
1.15 - .42(P2/P3) 

West 
= 1.30 - .54(P2/P3) 

3q0 /D3 
= 1.17 - .40(P2/P3) 

5q0 /D4 
= 1.13 - .33(P2/P3) 

where the proportion dying before exact 
age x in the life table; 

Pi is reported parity for women in the 
i'th 5 year age -group (i for age -group 15 -19); 

Di is the proportion of children dead as 

reported by women in the i'th age -group 

Comparison of results of the two 
procedures for African data [13] shows that the 
estimated probabilities of dying before ages 
2, 3, and 5 for any given population are similar, 
but that they are more consistent with the model 
life tables on which their derivation is based 
when calculated from Sullivan's modification 
than from the original procedure. Consistency is 

not necessarily a virtue: if mortality had been 
declining then the estimated probabilities of 
dying before older ages should be too 

high relative to the estimated probabilities 

of dying before the youngest ages, since the 
former refer to mortality conditions of a less 
recent period. Such a tendency is found very 
faintlyin the Sullivan estimates for those 
populations where the estimated probabilities 
of dying before age 2 are particularly low: one 
would scarcely expect to find such a tendency 
where early mortality is still extremely high. 

Several problems remain with this 
procedure. Firstly there are the problems of mis- 
reporting; both omissions and age - misstatement. 

Secondly, the assumption that the cross -sectional 
parity data truly reflect past experience of the 
younger cohorts of women - that is, that fertility 

has not changed during the last ten to fifteen 
years - may be unwarranted. Thirdly, the 

estimates refer to past mortality conditions 
rather than prevailing ones, and so are incapable 
of providing up -to -date information. The 
estimated probability of dying before age 2, for 

example, is based on average conditions over the 
preceding 4 -5 years. Finally, the choice of a 



particular model age -structure of mortality may 
introduce uncertainty, for the choice must be 
made on the basis of limited clues and alternative 
models yield rather different results. Determin- 
ation of an appropriate age- structure is a problem 
throughout most of the developing world; it seems 
to be of particular severity in Africa where there 
are indications that early child mortality between 
ages one and five may be exceptionally high 
relative to infant mortality. One can question 
whether any of the Coale -Demeny or U.N. models 
represent early mortality patterns adequately. 
Recent multi -round surveys by Cantrelle and his 
associates in Senegal [4, 5] for example, suggest 
that the pattern may be far more extreme than 
any of the Coale -Demeny models. Examination of 
the estimates obtained from the Sullivan procedure 
using the two most likely Coale -Demeny families 
(North and West) shows that the estimates of 
proportions surviving to age five are almost the 
same whichever family is used, but that 
the implied levels of infant mortality are 
divergent [14]. Clearly, whilst retrospective 
data of this kind can indicate roughly the levels 
of early mortality, we can have very little 
confidence in our estimates until we know more 
about the age- structure of early mortality. For 
this, multi -round surveys and intensive registr- 
ation schemes are probably the only answer, 
though national resources in most countries are 
not adequate to develop these on a large -scale. 

With respect to adult mortality patterns 
and levels we know even less. The possibility 
exists of estimating adult mortality from single - 
round surveys by exploiting data on the proportion 
of people in each age -group whose mothers and 
fathers have died. Again we owe the development 
of a technique to Brass, but in this case the 
procedure is considerably more complex (especially 
for males) and has not been fully worked out and 
tested. The essential idea is analogous to that 
used in estimation from proportions of children 
surviving, and again it involves the input of 
model age -structures of fertility and mortality; 
the former is rarely available for males. If we 
can assume that the structure of fertility is 

known for some time in the past - say five years 
ago - then we can calculate the approximate age - 
distribution of the women who gave birth during 
that year. If we knew also the age - structure and 
level of adult female mortality, we could then 
calculate what proportion of those women would 
have died during the five years before the 
survey. Conversely, given the proportion of 
children whose mothers have died, and making 
some assumption as to the age - structure of 
mortality, we could estimate the level of that 
mortality. The procedure suffers similar 
problems as that for estimating childhood 
mortality: in addition, the assumption that 
survival of the children is independent of 
survival of the mother (analogous to the 
assumption that survival of the mother is 
independent of her fertility in the childhood 
mortality case) may introduce a bias. To date 
this procedure has not been widely applied, even 
for females: in Africa, data are available for 
some five or so countries, and are currently 
being worked on by Brass. 
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Conclusion 

Indirect estimation techniques have 
been applied with varying degress of success, 
their usefulness being restricted most frequent- 
ly by one or more of three sets of limitations. 

Firstly, the sensitivity of most 
procedures to age - misstatement. This problem 
bedevils any detailed demographic analysis in 
much of the developing world, and will continue 
to plague demographers for a long time. It 
even prevents reliable indirect estimation of 
such simple summary measures as the overall 
population birth and death rates inasmuch as 
estimation of these must depend at present on 

techniques sensitive to age mis- statement: overal 

current fertility and mortality reports cannot be 
used because of over- or under -reporting. 

Secondly, the use of population models 
to compensate for incompleteness of data. Model 
age- structures of fertility and mortality, and 

model stable age -distributions permit estimation 
in cases where otherwise it would be impossible; 
but they must all be selected on the basis of 
fragmentary information, and the appropriateness 
of any particular model is often open to 
question. Only intensive attempts to gather 
reliable direct data on fertility and mortality 
age- structures can ease, this problem. 

Thirdly, the assumption in some 
procedures that the population has experienced 
constant fertility and mortality in the recent 
past. A broad theoretical insight has been 
gained on the relations between age- distribution 
and trends in vital rates, notably by Coale [9], 

but at present we are able to make only limited 
practical application of this: we can estimate 
current vital rates using age- distribution data 
provided that the tempo and magnitude of the 
trends are known and have been comparatively 
regular. Procedures for detecting and measuring 
trends are clearly going to become of increasing 
importance in the future as mortality conditions 
improve and as fertility levels may start to 
decline. 

It is clear that any estimates obtained 
from single -round surveys should be viewed with 
some degree of skepticism; also that we should 

use and compare all possible pieces of inform- 
ation and methods of estimation, rather than 
relying on a single item or technique. For many 
countries, however, they are the only sort of 
estimates presently available. For those 

countries where direct recording of vital events 
is more nearly adequate or where intensive 
efforts are being made to obtain accurate direct 
observation on a sample of the population, 
single -round survey estimates will provide a 
useful check on, and complement to, the direct 
data for some time to come. 
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PROBLEMS OF APPLYING STABLE POPULATION TECHNIQUES IN ESTIMATING DEMOGRAPHIC MEASURES 
FOR ARAB COUNTRIES 

K.C. Zachariah, International Bank for Reconstruction and Development 

Introduction 

One of the common procedures for estimating 
birth rate and other fertility measures of a 
population which lacks reliable birth registra- 
tion statistics is the stable population method. 
In this method, the observed age distribution is 
assumed to be stable and is used along with the 
rate of population growth or information on the 
level of mortality to estimate the crude birth 
rate or gross reproduction rate. The conditions 
necessary for the application of the method are 
more or less fulfilled in several Arab countries 
of North Africa and South West Asia. Therefore, 
in a recent study of the demographic measures of 
Arab countries the stable population procedure 
was widely used.' The application is greatly 
facilitated by the recent publication of a United 
Nations manual which not only describes the 
methodology of the stable population method but 
also gives numerical examples and discusses many 
practical problems in applying the method to the 
data of developing countries. Yet, there are 
some problems which the manual has not dealt with 
adequately and some of these were encountered in 
the study of the Arab countries. This paper des- 
cribes the approach taken in that study in meeting 
one of these problems, namely, the effect of a 
recent decline in mortality on the estimates of 
birth rates. 

As mentioned above, the conditions neces- 
sary for the application of the stable population 
approach are more or less fulfilled in most of 
the Arab countries. All of them except Saudi 
Arabia, Lebanon and Yemen have taken at least one 
census in recent years, and single -year or five - 
year age distributions are available. It is also 
possible to estimate the rate of population growth 
for some recent period. Fertility has remained 
fairly constant and external migration has been 
negligible. However, mortality has fallen at a 
comparatively rapid rate during the last 20 to 30 
years. The assumption of constant mortality 
level implied in the stable population method of 
estimating birth rates is, therefore, not valid 
for these countries at the present time. The 
birth rates obtained by assuming a stable age 
distribution require corrections for the effects 
of the recent decline in mortality. 

A procedure for adjusting the estimate of 
the birth rate for the effects of mortality de- 
cline is given in U.N. Manual IV (pp. 25 -28), but 
its application to a particular situation requires 
that the period of mortality decline t, and the 
degree of mortality decline, k, be known and the 
growth rate, or the mortality level used in the 
calculation, measure the average situation during 
a five -year or a ten -year period prior to the 
census. As a result, several problems arise in 
applying this procedure to some countries. First, 
the intercensal period may not be 5 or 10 years. 
It is 12 years for Algeria, 13 years for the UAR, 
8 years for Iraq, etc. Second, it is rather dif- 
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ficult to determine the year of onset of the de- 
cline of mortality. Undoubtedly, most of the 
improvements in mortality took place in very re- 
cent years, but mortality has been falling, 
though slowly, even in earlier years, and the 
period of its decline may be taken as a relative]y 
short period of 15 or 20 years when most of the 
improvements took place or a longer one including 
the incipient period. Third, the rate of mor- 
tality decline has been-CHEging. Inasmuch as 
the period of mortality decline is indefinite, 
the amount of decline per year is also uncertain. 

Empirical rule for mortality corrections when 
growth is used 

For countries which have taken several cen- 
suses in recent years (e.g. the UAR, Algeria, 
India, Mexico, etc.), an alternate approach to 
the problem of adjustment of birth rate for mor- 
tality decline is given below. In this approach 
there is no need to make any assumption about the 
period of mortality decline or to consult any 
standard table of mortality corrections. 

From the tables of mortality corrections 
given in U.N. Manual IV (p. 119) and from other 
considerations, it is evident that the mortality 
corrections are negative at younger ages and 
positive at older ages. In other words, there 
an age at which no correction is required. 
Moreover, this age of no correction varies ac- 
cording to the period for which the growth rate 
is calculated; the longer the period, the higher 
the age at which the correction is zero. Thus, 
in Manual IV when the growth rate is calculated 
for a 5 -year period, for all values of t above 
15 years the correction is negative at ages 5 and 
10 and positive at higher ages. In this case, 
the amount of correction is a minimum (almost 
zero) at age 10 for all values of k (amount of 
decline) and for all values of t (period of 
decline) above 10 years. When the growth rate is 
calculated for a 10 -year period, for all values 
of t above 20 years the correction is negative at 
ages 5, 10 and 15 and positive at all other ages. 
In this case, the amount of correction is at a 
minimum (almost zero) at age 15, irrespective of 
the degree and the period of mortality decline. 
Thus, corresponding to each period (5 years, 10 
years, 15 years, etc.) for which the growth rate 
is calculated, there is an age at which no mor- 
tality correction is needed. Alternately, cor- 
responding to each age x (5, 10, 15, ..) there 
is a period nx (n5, n10, ni5 ....) such that the 
birth rate estimated from the cumulative age dis- 
tribution and the growth rate during the 
period nx will not require any correction for 
the effects of mortality decline. The problem of 
the adjustment of the birth rate for mortality 
declines is thus reduced to one of finding 
and estimating the growth rate corresponding to 
this period. 



It is seen that, for values of t above 10 
years n10 is nearly 5 years and ni5 is nearly 
10 years. Experimental calculations on model 
populations have shown that for long periods of 
mortality decline n5 is not far from zero, n20 
is nearly 15 years, is nearly 20 years, etc. 
On this evidence, an approximate empirical rule 
to estimate the birth rate which does not require 
any significant correction for mortality decline 
may be stated as follows: 

Estimate the birth rate using and the growth 
rate calculated for the period nx where 

nx = x - 5 ; x 5, 10, .... 4o (1) 

According to this rule, the birth rates are esti- 
mated by using different growth rates at differ- 
ent ages thus eliminating the need for mortality 
corrections, instead of using the same growth 
rate at all ages and then correcting the esti- 
mates for the effects of the decline. However, 
it should be noted that the period given 
against ages 5, 10, 15, etc. in equation (1) are 
approximate values and more exact values can be 
obtained empirically. 

The growth rates for the 5 -year period, 10- 
year period, 15 -year period ... 35 -year period 
prior to the census, are generally not available, 
and these have to be estimated from intercensal 
growth rates. The following procedure is recom- 
mended: 

(i) plot the available intercensal growth 
rates on a graph (e.g. 1950 -1960 at 1955, 
1940 -1950 at 1945, etc.); 

(ii) join the points by a smooth curve and 
extend the curve to the date of the 
latest census (1960 in the example); 

(iii) read off the growth rates at the mid 
point of each 5 -year interval starting 
from the latest census date (mid point 
of 1955 -60, 1950 -55, 1945 -5o, etc.); 

(iv) calculate the average growth rate for 
longer periods taking the arithmetic 
mean of the estimated -year rates 
covering the period (e.g. the growth 
rate for 1940 -60 may be taken as equal 
to the arithmetic mean of the rates of 
1940 -45, 1945 -50, 1950 -55 and 1955 -60). 

In the numerical examples given below the above 
procedure appears to be satisfactory for all 
rates except those at the time of the latest cen- 
sus and consequently, the birth rate estimated 
from C5 by the empirical rule may not be wholly 
reliable. The growth rates at higher ages are 
averages of a number of rates; the errors of 
interpolation tend to cancel out in the averaging 
process. 

To check whether the procedure proposed in 
equation (1) gives reasonably accurate estimates 
of birth rates at ages other than 10 and 15 years, 
some tests were made and the results are given in 
Tables 1 and 2. In Table 1, the difference 
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between the actual birth rate and that estimated 
by the empirical rule in 27 model quasi- stable 
(constant fertility rates and declining mor- 
tality rates) populations is given. All the 
models were obtained by the component method of 
population projection starting with initial 
stable age distributions with mortality level 

5.5 (South Family of Princeton Model3) and GRR 
2.5, 3.0 and 3.5 and assuming that the remains 
constant through the entire period of projection 
(20 years, 30 years and years) and expecta- 
tion of life at birth increases at the rate of 
0.5, 0.625 and 0.75 year per calendar year. The 
three initial levels of fertility in combination 
with three rates of decrease of mortality and 
three periods of projection give the 27 model 
quasi- stable age distributions. 

The actual birth rates were obtained by 
dividing the number of births during a period by 
the average population of that period. For 
example, the actual birth rate corresponding to 
age 25 was the ratio of the average annual births 
during the 25 -year period prior to the end of the 
projection period to the average population of 
that period. The births and growth rates for 
periods before the base year of the projection 
were taken as those of the corresponding stable 
population. The rates according to the empirical 
rule were obtained by using the final age distri- 
bution for each model and different growth rates 
as stipulated in the empirical rule (equation 1 
above). 

It is seen from Table 1 that the birth rates 
derived according to the empirical rule are very 
close to the actual rates. The maximum differ- 
ence between the actual and estimated birth rates 
is of the order of 0.8 units (less than 2 per. 
cent) but most of the differences are of much 
smaller magnitude. The average absolute devia- 
tion varies between 0.2 units and 0.5 units. On 
the whole, the error in the estimate of the birth 
rate obtained by the empirical rule is minimum 
when the period of mortality decline is about 30 
years, when the rate of increase of expectation 
of life at birth has been about 0.5 year per year 
(Table 4). When the period of mortality decline 
is less than 30 years the empirical rule tends to 
underestimate the birth rate and when the period 
of mortality decline is more than 30 years, the 
method tends to overestimate the birth rate. The 

level of fertility does not appear to be a rele- 
vant factor. Thus, at least for the range of 
variation of GRR and the rates and periods of 
mortality decline implied in the projections, the 
emplirical rule seems to give fairly satisfactory 
estimates of the birth rate. 

In Table 2, comparisons are made in two 
actual populations, namely, the female population 
of India, 1961 and the male population of Mexico, 
1960. The rates estimated by the Manual IV pro- 
cedure are taken from that publication. They are 
close to the values obtained by the empirical 
rule, the maximum difference being 0.9 units or 
about 2 percent. The range of variation of the 
rates is, in fact, slightly smaller for the set 
of values obtained by the empirical rule. For 
India, the estimates obtained by this new approach 



are as good as, if not better than, those ob- 
tained by the Manual IV procedure. Fbr Mexico, 
the Manual IV procedure seems to give more con- 
sistent estimates. At the same time, the new 
approach has an advantage in that there is no 
need to consult any standard table of mortality 
corrections. 

Empirical rule when mortality level is used 

Independent data to estimate the level of 
mortality were not available for most of the 
Arab countries. Therefore, the stable popu- 
lation method using mortality level instead of 
intercensal growth rate was not attempted in that 
study, although its use in place of the growth 
rate would have improved the accuracy of the 
estimates. The use of mortality level, however, 
would not have eliminated the need for correc- 
tions for mortality decline; the estimates ob- 
tained by the use of a single mortality level at 
all ages require correction for mortality decline. 

The nature of the corrections is somewhat similar 
to the situation when growth rates are used. 
They are negative at younger ages and positive 
at older ages. Corresponding to each mortality 
level used, there is an age where no correction 
is required. The longer the period to which the 
mortality level refers (5 years before the cen- 
sus, 10 years before the census, etc.) the higher 
is the age at which the transition from negative 
correction to positive correction takes place. 

A working rule similar to that proposed 
above when growth rate is used may be given when 
the mortality level is used. It consists in the 
use of different mortality levels at different 
ages; the mortality level at the time of the cen- 
sus to be used along with the cumulative age dis- 
tribution at age (C5), the average mortality 
level during the -year period prior to the cen- 
sus to be used along with C10, that during the 
10 -year period prior to the census along with 
Ci5, etc. 
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The validity of this rule is checked with 
model quasi- stable populations (the same 27 
models mentioned earlier) and the results are 
given in Table 3. The differences between the 
actual birth rates and those estimated by the 
empirical rule are on the whole small, none ex- 
ceeding 0.9. Most of the differences are 
negative suggesting that the empirical rule, in 
general, underestimates the birth rate. The dif- 
ference varies from one age to another and from 
one model population to another. The empirical 
rule appears to be most accurate when the period 
of mortality decline is about 40 years, the rate 
of increase of expectation of life at birth is 
about 0.5 years, and when is 3.5 (Table 4). 
However, the influence of the rate of mortality 
change and the level of fertility is, on the 
whole, negligible compared with the influence of 
the period of mortality decline. 

The tests given in Tables 1, 2 and 3 do not 
establish the general validity of the empirical 
rule. In fact, the procedure may not be valid 
for all situations, but it appears to be satis- 
factory as a working rule for populations for 
which the GRR ranges between 2.5 and 3.5 and the 

expectation of life at birth has increased at a 

rate of one -half to three -fourths of a year per 

year for about 20 to years, a situation which 

is closely approximated in most of the devel- 

oping countries. 

1Gairo Demographic Centre, Demographic 
Measures and Population Growth in Arab Countries, 
(Cairo) 1970. 

2United Nations: Manual IV, Methods of 
Estimating Basic Demographic Measures From In- 
complete Data, (New York) 1967. 

Coale, A.J. and Demeny, P., Regional Model 
Life Tables and Stable Populations, Princeton 
University Press, (Princeton) 1966. 



Table DIFFERENCE BETWEEN ACTUAL RATES AND ESTIMATED 
BL THE EMPIRICAL IN POPULATIONS 

(Using growth ratea) 

Rate of increase of expectation of life at birth 

Age 

0.50 0.625 0.75 
Period of mortality 

decline 
Period of mortality 

decline 
Period of mortality 

decline 
20 

years 
30 

years 
40 

years 
20 

years 
30 

years 
40 
years 

20 

years 
30 

years 
40 

years 

ORR=2.5 

5 -0.15 -0.04 40.12 -0.25 -0.17 40.17 -0.18 -0.08 40.12 
10 -0.05 +0.19 40.38 -0.07 40.21 40.42 -0.05 40.23 

15 -0.06 40.28 40.56 -0.07 40.34 40.53 -0.08 40.58 
20 -0.28 40.35 40.65 -0.32 40.36 40.64 -0.38 40.43 +0.62 
25 -0.35 +0.27 +0.70 -0.45 40.21 40.73 40.26 40.63 

30 -0.33 -0.08 +0.56 -0.44 0.00 40.69 -0.58 -0.12 40.64 

35 -0.39 -0.23 +0.47 -0.52 -0.27 40.51 -0.64 -0.33 40.49 
4o -0.44 -0.49 40.37 -0.62 -0.47 +0.08 -0.74 -0.56 40.09 

G R R 3.0 

-0.21 -0.13 -0.10 -0.29 -0.18 +0.10 -0.36 -0.16 -0.01 
10 -0.08 +0.15 40.29 -0.12 40.13 +0.34 -0.07 40.16 40.29 

-0.06 +0.27 40.49 -0.15 40.36 40.53 -0.17 40.36 40.49 
20 -0.25 +0.35 40.61 -0.33 40.43 40.65 -0.44 40.45 +0.64 
25 -0.30 40.75 -0.41 +0.30 40.65 -0.46 +0.39 +0.75 

30 -0.35 +0.08 40.75 -0.41 -0.04 40.78 -0.46 +0.01 40.73 

35 -0.40 -0.08 40.59 -0.53 -0.22 40.68 -0.55 -0.34 +0.53 

40 -0.44 -0.31 40.29 -0.69 -0.28 40.37 -0.72 -0.52 +0.23 

ORR=3.5 

5 -0.40 -0.23 -0.05 -0.34 -0.26 -0.02 -0.36 -0.25 0.00 
10 -0.19 40.05 40.20 -0.12 40.06 40.29 -0.09 +0.08 +0.30 
15 -0.15 40.26 40.38 -0.10 40.32 +0.49 -0.09 40.30 40.47 
20 -0.31 40.35 40.54 -0.40 40.44 40.59 -0.50 40.45 +0.62 
25 -0.28 40.30 +0.66 -0.40 +0.39 40.74 +0.80 
30 -0.30 40.07 40.79 -0.35 40.08 +0.74 -0.39 40.17 40.83 
35 -0.32 -0.03 40.31 -0.42 -0.17 40.74 40.72 
40 -0.45 -0.15 40.47 -0.61 -0.21 +0.48 -0.55 -0.46 40.31 

Table 2: COMPARISON OF BIRTH RATES ESTIMATED BY THE EMPIRICAL RULE WITH THOSE OB- 
BY MANUAL IV PROCEDURE; POPULATION OF INDIA, 1961 

AND MALE POPULATION 1960 

(Using growth ratee) 

India, 1961 Mexico, 1960 

rule IV 
er- 

rule 
Manual 

IV 
Differ - 
ance 

38.9 38.3 0.6 37.5 37.0 

10 46.2 46.5 -0.3 42.0 41.1 0.9 

15 44.6 44.6 0.0 43.7 43.4 0.3 

20 40.5 40.0 0.5 42.9 43.3 -0.4 

25 41.8 41.0 0.8 42.7 43.1 -0.4 

30 43.7 0.0 43.0 43.3 -0.3 

35 45.3 -0.1 42.7 43.1 -0.4 

40 45.3 45.7 -0.4 44.1 -0.3 

Notes The estimates by the Manual IV procedure are taken from Manual IV pp. 69 
and 71, and those by the empirical rule are based on West Family of stable 
populations, values and the growth rates as stipulated by equation (1). 
For India the intercensal growth rates of 1921 -31, 1931 -41, 1941 -51 
1951 -61 were first calculated, and those of 1951 -56, 1946 -51 1926 -31 
were obtained from them by interpolation and of 1956 -61 and 1961 by graphi- 
cal extrapolation. The growth rates for other periods (e.g. 1926 -1961) 
were obtained as simple average of the -year rates covering that period. 
For Mexico a similar procedure was followed using the growth rates of 
1950 -60, 1940 -50, 1930 -40 and 1921 -30. 

Source: Demotraphic Measures and Poyllation Growth in Arab Countries, cit. 
Appendix I, Table 4, p. 334. 
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Table 3: DIFFERENCE BETWEEN ACTUAL BIRTH RATES AND THOSE ESTIMATED 
B2 THE EMPIRICAL RULE IN MDNEL POPULATIONS 

(Using mortality levels) 

Rate of increase of expectation of life at birth 

Age 

0.50 0.625 0.75 
Period of mortality 

decline 
Period of mortality 

decline 
Period of mortality 

decline 
20 

years 
30 

years 
40 

years 
20 

years 
30 

years 
40 

years 
20 
years 

30 
years 

40 
years 

G R R 2.5 

5 -0.35 -0.39 -0.21 - 0.09 -0.42 - 0.20 -0.42 -0.32 -0.21 
10 -0.35 -0.20 - 0.13 -0.12 -0.23 -0.12 - 0.39 -0.24 -0.13 

-0.30 -0.16 -0.05 - 0.26 - 0.19 -0.08 -0.44 -0.21 -0.09 
20 -0.40 -0.19 -0.02 -0.39 -0.20 -0.06 -0.54 -0.21 -0.08 
25 -0.41 -0.21 -0.02 -0.52 -0.26 -0.05 -0.64 -0.30 -0.08 
30 -0.30 -0.33 -0.06 -0.60 -0.41 -0.08 -0.71 -0.47 -0.11 

35 -0.05 -0.45 -0.11 -0.66 -0.55 -0.16 -0.78 -0.65 -0.22 

40 +0.23 -0.49 -0.26 -0.72 -0.73 -0.36 -0.84 -0.86 -0.46 

G R R 3.0 

-0.38 -0.33 -0.24 -0.47 -0.35 -0.25 -0.52 -0.37 -0.23 
10 -0.36 -0.23 -0.14 -0.42 -0.26 -0.14 -0.45 -0.27 -0.15 
15 -0.35 -0.18 -0.05 -0.41 -0.20 -0.08 -0.48 -0.21 -0.10 
20 -0.41 -0.18 -0.03 -0.47 -0.20 -0.02 -0.57 -0.21 -0.07 
25 -0.43 -0.20 0.00 -0.52 -0.23 -0.03 -0.59 -0.26 -0.04 
30 -0.26 -0.28 -0.02 -0.58 -0.36 -0.02 -0.70 -0.42 -0.05 
35 +0.10 -0.36 -0.05 -0.64 -0.46 -0.08 -0.75 -0.56 -0.14 

+0.43 -0.38 -0.17 -0.70 -0.62 -0.24 -0.80 -0.75 -0.33 

G R R 3.5 

5 -0.49 -0.34 -0.26 -0.52 -0.38 -0.23 -0.58 -0.41 -0.24 
10 -0.43 -0.24 -0.15 -0.46 -0.28 -0.15 -0.48 -0.30 -0.16 
15 -0.38 -0.18 -0.07 -0.44 -0.22 -0.11 -0.50 -0.25 -0.10 
20 -0.44 -0.18 -0.03 -0.52 -0.19 -0.06 -0.60 -0.e3 -0.07 
25 -0.38 -0.18 +0.02 -0.52 -0.21 -0.61 -0.26 -0.03 

30 -0.24 -0.26 +0.02 -0.58 -0.35 -0.02 -0.69 -0.40 -0.03 

35 +0.21 -0.28 +0.02 -0.62 -0.40 -0.03 -0.72 -0.52 -0.10 
+0.63 -0.29 -0.10 -0.69 -0.52 -0.18 -0.77 -0.69 -0.27 

Table 4: AVERAGE ABSOLUTE DEVIATIONS OF ACTUAL AND ESTIMATED BIRTH RATE BY LEVEL OF 
FERTILITY, RATE OF INCREASE OF EXPECTATION OF AT BIRTH, 

AND PERIOD OF MORTALITY DECLINE 

GRR 
Period of mortality decline 

aso 
20 30 

Using growth rates 

2.5 0.500 0.26 0.24 0.47 
2.5 0.625 0.34 0.25 0.47 
2.5 0.750 0.39 0.31 0.45 

3.0 0.750 0.26 0.20 0.48 
3.0 0.625 0.37 0.24 0.51 
3.0 0.750 0.40 0.30 0.46 

3.5 0.500 0.30 0.18 0.42 

3.5 0.625 0.34 0.24 0.51 

3.5 0.750 0.36 0.29 0.51 

Using mortality levels 

2.5 0.500 0.30 0.30 0.11 
2.5 0.625 0.42 0.37 0.14 
2.5 0.750 0.60 0.41 0.17 

3.0 0.500 0.34 0.27 0.09 
3.0 0.625 0.53 0.34 0.11 
3.0 0.750 0.61 0.38 0.14 

3.5 0.500 0.4o 0.24 0.08 

3.5 0.625 0.54 0.32 0.10 
3.5 0.750 0.62 0.38 0.12 

Source: Calculated from Tables 1 and 3. 
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ON ESTIMATING ANNUAL BIRTH RATES FROM CENSUS DATA ON CHILDREN 

Lee -Jay Cho, East -West Population Institute and University of Hawaii 

I. INTRODUCTION 

For the majority of the world's population, 
the registration of vital events is incomplete, 
hence measurement of fertility based on birth sta- 
tistics is virtually impossible. Most nations, 
however, conduct population censuses and surveys. 
Data from such sources may be used to fill in a 
large part of the gap in our knowledge on ferti- 
lity. This paper presents procedures for esti- 
mating recent current fertility from the census 
data on young children. Their applications do 
not require special questions to be added to nor- 
mal census schedules, merely simple tabulations 

of young children by age of mother. The tech- 
niques described here are further elaborations of 

an earlier work on estimating current fertilitiy 
from census or survey data on young children. 
This paper demonstrates the method of estimating 
annual birth rates with the data from the 1966 
census for Korea, which like the majority of the 
countries in the world does not have a complete 
and reliable vital registration system. 

Fortunately, the age data from Korean cen- 
suses have been tested in various studies and 
found to be accurate. Koreans remember their 
ages in the lunar calendar system quite accurate- 
ly, because the year, month, day and even the 
hour of birth are needed to meet important re- 
quirements in their cultural tradition. 

1966 Census Data on Own Children 

The 1966 Korean Census was conducted on 1 
October 1966; by using the census data on own 
children under 10 years of age, estimates of fer- 
tility for each year of the ten -year period pre- 
ceding the census date can be made. 

All 1966 census respondents were asked basic 
items such as age, marital status, and level of 

education, whereas sample enumeration was carried 
out for such socioeconomic characteristics as 
fertility, occupation, and labor force participa- 
tion. Of the total 37,530 enumeration districts 
(EDs) -- excluding special enumeration districts, 
such as military and other institutions --10 per 
cent were enumerated for detailed characteristics. 

The 10 percent sample census allows us to 
estimate age -specific birth rates for the ten 
years preceding the census date for administra- 
tive areas, down to Gun level. (A Gun is an in- 
termediate administrative area with an average 
population of about 130,000.) For Myun (the 
smallest administrative area with an average 
population of about 12,000) we are able to derive 
the average age -specific birth rates for the two 
five -year periods preceding the census date. The 
computation of the age- specific fertility rates 
for Myun from the ratios of own children under 5 
and 5 -9 years of age requires the use of inter- 
polation procedures as well as the development of 
regression equations from the data for larger 
areas. The methodological work on this aspect is 

presently being carried out by the author at the 
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East -West Population Institute. 

Accuracy of Age Data 

The majority of Koreans, like the Chinese, 
believe in the 12 -year cycle of 12 different ani- 

mals. Therefore, an early assumption of Westerners 
that rural Koreans would not know their exact age 
is false. Even in the rural areas, age is accu- 
rately reckoned. Korean parents keep records of 

their children's dates of birth (and in the major- 
ity of cases the hour of birth as well) according 
to the lunar calendar for specific cultural and 
traditional requirements.2 

As in the case of Japan, therefore, age heap- 
ing is probably less common in Korea than in the 
United States. (Age heaping is a kind of age mis- 
reporting in which certain ages, often those end- 
ing in a specific digit, such as 5, 10, 15, 20, 

25, etc., are overreported, and other ages, such 

as 19, 29, 39, etc., are underreported.) 

In order to obtain accurate age data in Korea, 
one must not ask only for the age of an individual 
but rather also for the date of birth, according 
to either the lunar or the Western calendar. In 

the case of the lunar calendar, the name of the 
animal of the birth year should be 'obtained. The 

following question was asked to obtain information 

on age in the 1966 Korean Census: "How old are 

you ?" "Specify Lunar or Western calendar birth 

date." 

A serious mistake was committed in the 1960 
census in Korea by simply asking the question 

"How old are you ?" without allowing for the dif- 
ferent calendars. Consequently, the age data from 

the 1960 census require a great deal of adjustment 

and modification for use in demographic analysis. 

According to the Koreans and the Chinese, a 

child is one year old at the time of birth (imply- 
ing that the nine -month gestation period is counted 
as one year of life). Furthermore, age in Korea is 

not reckoned from the last birthday, but the New 

Year (1 January). Thus, if a child is born on 1 

January 1970, he will be considered two years old 

on 1 January 1971, exactly one year after birth. 

Thus, if one simply asks how old a person is, the 

information obtained will be substantially dif- 
ferent from the information obtained by asking the 
age in completed years at last birthday. For exam- 

ple, in one extreme case, a child born on 31 Decem- 
ber 1969, will be two years old on 1 January 1970 
(while actually, the child is one day old accord- 

ing to age in completed years). 

II. CURRENT FERTILITY MEASURES FROM THE AGE DATA 

Census or survey data on own children who live 
with their mothers provide valuable material for 
estimating fertility when birth statistics Are in- 
adequate. By counting the number of children who 
live in the same household by age of mother, one 



can easily relate own children under a certain 
age to mothers or women in childbearing ages. 

The principal techniques employed here re- 
quire the knowledge of age- specific ratios of own 
children to women. For example, using data on 
own children aged 0-4 and 5 -9 years, the proce- 
dure yields.average annual fertility rates for 
the two five -year periods prior to the survey or 
census date. The estimates of fertility will be 
as accurate as the census or survey data on which 
they are based. The most important requirement 
is the accuracy of age reporting for young 
children. 

Adjustments of Data 

Necessary adjustments of the raw data are 
allowances for mortality of children and women in 
associated ages, and for those children not liv- 
ing with mothers. For the age data on children 
that are subject to age- misstatement, correction 
factors must be developed to adjust for age - 
misstatements of own children. In the case of 
the census data, an additional adjustment for 
undercount of children and women must also be made. 

1. Mortality of Children and Women 

a. Life Table 

Mortality has declined in most coun- 
tries. In recent years it has been so low in 
Korea that plausible variations of the adjust- 
ment factors would have little effect on the es- 
timated fertility rates. 

The Korean Bureau of Statistics has 
published two sets of life tables.3 The 1955- 
1960 life table was calculated on the basis of 
the census data for 1955 and 1960. By comparing 
the age distribution of the two censuses, it was 
possible to estimate the proportion surviving in 
each age group, and (with certain adjustments) 
mortality rates. The 1955 -1960 life table would 
reflect mortality during the five -year inter - 
censal period. 

The second life table is based on the 
enumerated number of deaths in the 1966 Special 
Demographic Survey (SDS). Because of the usual 
underenumeration of deaths of young children by 
the survey, some adjustments were made in the 
mortality figures for young children on the basis 
of the mortality curve for older ages. The life 
table based on the SDS data on deaths indicates 
the mortality situation in 1966. By employing 
Keyfitz's new iteration method,4 a new life table 
based on the same survey data was prepared by the 
present author. The new life table differed 
little from the 1966 table published by the 
Bureau of Statistics. 

The life table for 1955 -1960 and the 
two life tables based on the 1966 survey indi- 
cate a substantial decline in mortality, and 
this trend appears quite reasonable. If the two 
sets of life tables, 1955 -1960 and 1966, are to 
be employed for adjusting mortality of children 
for each of the ten years covered (1957- 1966), 
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interpolation of mortality rates between the two 
life tables must be made. 

b. Brass technique 

A census or survey usually provides data 
on the survival of children ever born by age of 
mother, which can be used to generate the adjust- 
ment factors for mortality by employing the proce- 
dure developed by William Brass.) 

In the Brass procedure for estimating 
childhood mortality from reporte of the number of 
children ever born who had died previous to the 
census, it is assumed that age- specific fertility 
and mortality rates have remained constant for 
the required age range and time period. The Brass 
estimates of child mortality are affected by the 
age pattern of fertility but are not affected by 
the level of fertility. In the case of Korea, the 
level and age pattern of fertility have substan- 
tially been changing in the recent years, and what 
is needed here is the adjustment factors that al- 
low for changing age pattern of fertility brought 
about by rise in age at marriage in Korea. 

Even without the adjustment for changes 
in the age pattern of fertility, the Brass esti- 
mates of childhood mortality from the 1966 census 
data on survival of children ever born appear 
reasonable, and deviate little from those child 
mortality rates based on the life tables cited 
above. (See part A of Table 2.) 

c. Own Children and Children ever born to 
Women under 25 years of Age.6 

Estimates of childhood mortality can be 
made from the data on number of own children liv- 
ing by age, for each age of mother, and on number 
of children ever born for each age of mother. 

The general strategy is to use model 
life tables, and to determine the level of mortal- 
ity which would: (1) yield the number of own 
children living for women at a particular age if 
employed to determine (by reverse -surviving) the 
number of births, and (2) provide a number of 
births equal to the total number of children ever 
born reported by age of these women. The proce- 
dure would allow for declining mortality. 

By using the model life table, it is 
possible to find the fractional level of model 
life -table that would give an estimate of life- 
time births equal to reported number of children 
ever born to women at a particular age, and that 
would indicate a level of mortality accounting 
for the reported difference between living own 
children and children ever born, for each age of 
women. In general, the estimated mortality will 
be lower for younger women, because their children 
will not have been exposed to the higher mortality 
in the past. 

Since the data on children ever born to 
women by age in single years are not available 
from the 1966 census, the procedure is presently 
being experimented on the data from the 1970 
census. 



When mortality is relatively low in a 
country as in the case of Korea, further refine- 
ment of mortality adjustments will have little 
effect in the final estimate of fertility. For 
example, if the estimates of fertility for 1965 
are made by using life tables reflecting two 
substantially different levels of mortality- - 
notably, (1) e° 64 for females and 60 for males 
(1966 and (2) = 54 for females and 51 for 
males (1955 -60) showing a difference in life ex- 
pectancy of about 10 years --we find that the esti- 
mated total fertility rates (TFR) differ by less 
than 5 percent and that the differences in the age - 
specific fertility rates are also very small: 

Estimated Fertility for Borea 1965 

Age- specific Fertility Rates per 1000 Women 

TFR 

Life Table 
math 15 -19 20 -24 25 -29 30 -34 35 -39 40 -44 45 -49 

(1) 
1955 -60 Female e: - 54 4.687 17 200 293 215 140 69 11 

(2) 
1966 Female e - 64 

Male e: 4.478 16 190 279 206 134 60 10 

Difference: .208 

2. Children not living with mother 

Most young children live in the same house- 
hold as their parents and are, therefore, enumera- 
ted with their parents. In Asian countries, the 
proportion of young children who do not live with 
their mothers appears to be very small. For exam- 
ple, according to the 1966 Korean census of popu- 
lation, 98.2 percent of all persons under five 
years old were living with their mothers. Simi- 
larly, 95.3 percent of children five to nine years 
old were enumerated with their mothers.7 The non - 
own children by each age were proportionately 
distributed to each age of women. 

3. Census undercount 

The Post -Enumeration Survey (PES) estimates 
in 1966 for the population are about the same as 
the 1966 census count. The census count of the 
population -4 years old equalled the PES esti- 
mate, but the PES estimate of the population 5 -9 
years old slightly exceeded the census count. If 
the PES estimate for the age groups 5 -9 is used 
to correct for underenumeration in the 1966 cen- 
sus, fertility estimates for the period 5 -9 years 
prior to the census would be slightly inflated, 
resulting in fertility estimates indicating a 

sharper decline. For this reason, no corrections 
are made for underenumeration in the present 
report. 

The single -year age distribution from the 
1970 census, however, will enable us to determine 
the extent of undercount of children in each age 
class in 1966. Preliminary estimates of fertility 
from the 1970 PES shown in Figure 1 indicate that 
children under 1 and 1 year of age appear to be 
somewhat underenumerated. 
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4. Age - misstatement 

One must not entirely ignore the possibility 
of age - misstatement. The extent of age- misstate- 
ment of Korea, fortunately, has not been a major 
one in the previous censuses. A preliminary exami- 
nation of the 1966 census age data for children 
indicates that there may be a small extent of age - 
misstatements in certain ages, but these would, at 
most, be a magnitude of 2 or 3 percent for which 
correction factors can be calculated using the 
ages distributions from the 1966 and 1970 census. 
The fertility estimates from the 1966 census pre- 
sented in this paper have not been corrected for 
negligibly small extent of age misstatement. 

Estimating Procedure 

The essence of the estimating procedure is 
the reconstruction of the fertility experience of 
women enumerated in a survey or census in the ten - 

year period preceding the enumeration. Retrospec- 
tive fertility estimates are made for the single - 
year cohorts of women from 15 to 54 years old at 
the time of the enumeration, and then, by simple 
interpolation of these estimates and by translation 
of the age of women at the time of the census to 
age at the reference period, the conventional 
period measures of age -specific fertility are de- 

rived. The following discussion describes in de- 
tail the procedure by which the fertility rates 
for each of the ten years preceding the 1966 
Korean census date were estimated. 

(1) Own children tabulation. 

Usually, a census or survey operation requires 
coding the age of children living in the house- 
hold. Own children can easily be tabulated by age 
of child and that of mother. For Korea, the data 

on own children by age were cross -tabulated by age 
of mother using single year classes between ages 0 
and 10 for children, and 14 and 54 for women. 

(2) Estimate of births: the numerator. 

The women enumerated in the census represent 

a set of single -year female birth cohorts. For- 
tunately, as the census was taken on October 1, 

the age at the time of the census is approximately 
indentifiable by single calendar years. For exam- 
ple, women 15 years old at the census date, in 
this case 1966, may be taken as the birth cohort 
of 1952, women 16 years old as the cohort of 1951, 
and so forth. For each cohort, we have the number 
of own children under ten years of age by single 
years of age, as shown in Table 1 for Korea. These 

children can easily be "reverse- survived" to esti- 
mate the number of births for each of the ten years 
preceding the census. Thus, the number of children 
born to each birth cohort of women in the first 
year prior to the census is estimated by reverse - 
surviving children under one year of age and by 
making an allowance for the proportion of children 
not living with their mothers. In the same manner, 

children one year old can be "reverse- survived" to 
estimate the annual number of births in the second 
year prior to the census date. In general, 



(3) 

a a c 
Ci Si Mi Ui 

i 0,1,2,-9 

where is the number of births i years 
prior to the survey date to wo- 
men age a at the census date; 

Ci is the number of own children i years 
old living in the household at 
the time of the census; 

Si is the reverse- survival factor for chil- 
dren from age i to birth, cal- 
culated as 1 

0 
/L from an appro- 

priate life table; 

Mi is the inverse of the proportion of 
children aged i living with 
their mothers; 

U. is the adjustment factor for underenu- 
meration for persons aged i 

years. (This allowance for 
underenumeration of children is 
usually required if the data 
originate from a census.) 

Estimate of single year female cohort: the 

denominator. 

For each set of birth estimates for each of 
the ten calendar years preceding the census, co- 
hort sizes for each of the cohorts are estimated 
at the midpoints of the same ten years. This is 
done by taking the number of women by single 
years of the census age and "reverse- surviving" 
them with appropriate adjustment for mortality. 
The resulting estimates are the denominators for 
birth estimates, yielding fertility rates for 
each of the ten calendar years. The estimated 
female population by the census age can easily be 
"reverse- survived" to estimate the necessary co- 
hort sizes for each of the same ten years, by the 
following step: 

Wa Si Ua 
i 0,1,2,--9 

where is the number of women of the 
census age a, i years before 
the survey; 

is the number of women age a, at the 
time of the census; 

is the reverse -survival factor for i 

years calculated as L /L 
from an appropriate l featáble. 

(Again, use of the adjustment factor U is 

usually required if data are from a census.) 

Thus, for instance, the ratio of children 
nine years old to mothers 30 years old at the 
census date represents the fertility of these wo- 
men 9k years before the census, when allowances 
are made for mortality of both children and women, 
and for children not living with mothers. It 
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represents the fertility rate for women 20 years 
old ten years prior to the survey date. The de- 
nominator in this case is estimated by "reverse - 
surviving" women 30 years old at the census date 
for years. (Similarly, when computing the fer- 
tility rate for women for the first year preceding 
the census, the census estimate of the female 
population must be "reverse- survived" for half a 
year; for the second year, women must be "reverse - 
survived" for years; and so forth.) Table 4 
presents estimates of cohort sizes of the single - 
year female birth cohorts at the midpoint of each 
of the ten calendar years preceding the census 
date for Korea. 

The assumption that the fertility of women 
living at the time of the census is representative 
of the fertility of all women, including those who 
died during the period under study, would obviate 
the need for making allowance for mortality of 
women in associated ages, and also for those chil- 
dren not living with their mothers, insofar as 
the mothers of children not living with their 
mothers are dead. This would mean that allowance 
is made only for mortality of own children. 

This assumption technically facilities the 
estimation procedures. The problem, however, is 

what proportion of non -own children are of dead 
mothers. If the assumption that mothers of all 
non -own children are dead is made, this would 
slightly underestimate the level of fertility, 
particularly estimates derived from the data for 
older children, because the proportion of non -own 
children increase with age, and it is very likely 
that not all the mothers of non -own children are 
dead. 

(4) Fertility rates by birth cohort of women. 

The elements of the birth matrix in Table 3 
are divided by the corresponding elements of each 
of the vectors in Table 4, to obtain the single 
year age -specific fertility rate for each of the 
years under study, namely, 

Ba 
a 
f-i 

Wa 

i 0,1,2,--9 

where 
fa- 

is the fertility rate for women 
of the census age a, i years 
before the census date, namely 
the fertility rate i years 
preceding the census date. 

The estimated fertility rates (expressed for 
1,000 women) are presented in Table 5. These 
rates indicate the fertility experienced by each 
of the female cohorts in each of the ten calendar 
years preceding the census. 

(5) Fertility rates by age of women. 

The fertility rates for 1966 in Table 5 re- 
present the fertility of women from to 5311 

years old (by single years) at the time of actual 
childbearing, and the fertility rates for 1966 



represent the fertility of women from 153 to 523/4 

years old at the time of actual childbearing, and 
so forth. By simple linear interpolation, ferti- 
lity rates were estimated for the conventional 
single year age of women. This was done by tak- 
ing the moving average of the fertility rates by 
age in Table 5 for each calendar year, and then 
moving up the fertility rate column of 1966 by 
one cell (year of women's age), that of 1965 by 
two cells, and so forth. The results as shown in 
Table 6 are estimates of age- specific fertility 
rates (period measures) by conventional single 
year age for the ten years preceding the census. 

It is, however, preferable to produce the 
five -year age- specific fertility rates simply out 
of convenience in handling and analysis. This is 

done either by taking the weighted average ferti- 
lity rate8 from the single year age- specific rates 
for each of the five -year age groups from 15 -19 
to 45 -49 years of age, or by performing the neces- 
sary calculations separately for the numerator 
and the denominator of the conventional five -year 
age- specific fertility rates, i.e., from the sizes 
of female cohorts (Table 4) and the number of 
births (Table 3). Dividing the consolidated num- 
ber of births by corresponding women in the five - 
year age groups and making an allowance for non - 
own children yields the five -year age- specific 
fertility rates which are shown in Table 7. 

Comparison with the Fertility Rates from Other 
Sources 

Estimates of fertility rates for a recent 
period should always be followed by an effort to 
check their accuracy. The fertility estimates 
from the 1966 census data will be validated when 
fertility estimates from the 1970 census data are 
made for the overlapping period from 1960 -1966 
using the same methodology. The 1970 census data 
on own children.are presently being tabulated. 

One kind of check can be made by using the 
Korean 1968 Fertility and Family Planning Survey, 
which covered a total of 8,500 households from 
1 September to 31 October. The fertility esti- 
mates for the ten years preceding the survey date 
would enable us to provide a check on the census 
estimates for the period 1959 -1966. Thus, utili- 
zing the household roster and the pregnancy his- 
tories obtained by this survey, the number of 
children was tabulated by age of child and age of 
mother. The same mortality adjustments that were 
employed for the 1966 census data on own children 
were applied to the survey data. Since the field 
work for the survey was done in the month of Sep- 
tember, the annual fertility estimates from the 
survey refer to the years preceding 15 September, 
which corresponds to roughly the time when the 
1966 census was taken (1 October). Therefore, 
the estimated annual fertility rates from both 
the survey and the census refer to about the same 
time periods. For the five -year period from 1961- 
1966, the two sets of estimates agree quite well. 
(See Table 8.) 

Following the population census conducted in 
October, 1970, the PES was conducted using a ran- 
dom sample of about 8,000 households; it was taken 
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during the ten -day period 20 -30 November to check 
the completeness and accuracy of the census count. 

From the PES schedules, the own children under 
10 years old were tabulated according to the age 
of their mothers. Preliminary estimates of the 
fertility rate for the period preceding the census 
date were derived from these data. The PES esti- 
mates of fertility rates also compare very well 
with the census estimates as shown in Figure 2; 
the enumeration was done 4 years apart. 

III. CONCLUDING OBSERVATIONS 

The own children method of estimating recent 
fertility can be a powerful technique in countries 
where the following principal requirements are met: 

(a) The census or survey data on children's 
ages are reasonably accurate. 

(b) Most of the young children live with 
their mothers, and their relationship 
to the head of the family or household 
is clear. 

(c) Mortality in the years prior to the 
census is relatively low. 

Considering age accuracy, for example, 

Malaysian data on age9 indicate that the age re- 
cords of children of such ethnic groups as Malays 
and Indians, for which the age- reporting had not 
previously been accurate, have in recent years 
improved to such an extent that reasonably ac- 
curate birth rates for these ethnic groups can be 
estimated. And in the case of the age data with 
minor extents of age -misstatement, plausible cor- 
rection factors can be developed. With the gen- 
eral social development in Asia, and particularly 
with the introduction of a compulsory educational 
system in an increasing number of countries, there 
is greater need for reckoning children's ages. 
Consequently, the 1970 -71 censuses of population 
will undoubtedly produce more accurate age data, 
particularly for younger children, than the pre- 
vious ones. 

In most Asian societies the relationship of 
young children to the head of family tends to be 
clearly defined. Therefore there appears to be 
little difficulty in relating own children to 
their mothers in the census or survey schedule if 
some effort is made to provide precoded relation- 
ships. 

Mortality in most countries had declined to 
such an extent that plausible variations in the 

adjustment factors for mortality would cause only 
small errors in the estimated fertility rates. 

The foregoing observations suggest that 
countries with poor vital statistics would do well 
to produce tabulations on own children from their 
forthcoming population censuses. Such tabulations 
do not require adding special questions to the 
census questionnaire and can be obtained at mod- 
erate expense if done on a sample basis. The own 
children method, if carefully applied, will not 
only generate good estimates of recent fertility 



trends but may also facilitate studies of dif- 
ferential fertility. 
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TABLE 1. children under 10 years old by age and approximate birth cohort of .other: 
1966 census 

Exact 
age of 
sumen 

Approxi- 
mate 
birth 
cohort 

of 
women 

Own children up to 10 years old by age 

O 1 2 3 4 5 6 7 8 9 

15 1951 25539 7 0 0 0 0 0 
16 1950 26029 21 7 0 0 O O 
17 1949 25219 89 33 9 0 0 0 0 
18 1948 24966 285 123 45 11 0 0 0 
19 1947 24568 698 327 118 48 26 0 1 

20 1946 21170 1075 633 274 151 71 30 0 
21 1945 20081 1867 1227 652 357 136 87 4 0 
22 1944 20464 2997 1984 1329 808 366 172 10 5 1 

23 1943 20979 4070 3158 2308 1658 917 440 24 10 9 0 
24 1942 24058 6000 4959 4031 3066 2020 1254 61 31 15 95 
25 1941 22945 6283 5669 4932 4209 2869 2033 122 62 30 166 

26 1940 21774 6247 5821 5648 5092 4008 3300 229 132 66 266 

27 1939 22462 6358 6181 6295 6163 5357 4505 368 256 143 704 
28 1938 21263 5758 5793 5981 6145 5705 5204 444 350 235 1306 
29 1937 21887 5558 5636 6156 6503 6325 5892 562 478 383 2421 

30 1936 20047 4801 4804 5407 6017 5915 5956 570 5214 '4594 3305 
31 1935 20409 4403 4633 5234 5989 5835 6003 631 5858 5560 4161 
32 1934 19303 3954 4063 4805 5334 5469 5756 575 5794 5556 4564 
33 1933 17531 3261 3481 3987 4698 4827 5131 506 5186 5272 4363 
34 1932 18761 3260 3419 4063 4790 4939 5308 548 5451 5595 4846 
35 1931 17028 2583 2824 3453 4064 4251 4718 479 4876 4977 4388 
36 1930 16173 2306 2482 2965 3604 3891 4193 440 4462 4600 4114 

37 1929 16975 2240 2427 2970 3553 3888 4158 4464 4535 4709 4179 
38 1928 15134 1750 1928 2476 2952 3230 3660 378 3872 4139 3671 
39 1927 15031 1566 1779 2393 2686 3052 3408 357 3743 3886 3527 
40 1926 13897 1305 1436 1943 2366 2664 3006 329 3323 3463 3268 
41 1925 13665 1022 1258 1633 2234 2440 2741 304 3137 3353 3049 
42 1924 13386 808 1016 1445 1901 2176 2541 2844 2864 3178 2870 
43 1923 13658 605 835 1249 1714 2081 2348 265 2768 3068 2707 
44 1922 12842 412 612 965 1305 1672 2057 231 2438 2735 2518 
45 1921 12141 239 411 659 1035 1316 1745 1994 2216 2378 2309 
46 1920 11713 145 243 427 783 1077 1433 1728 1904 2162 2037 
47 1919 9767 93 123 275 446 657 941 1247 1427 1584 1550 
48 1918 10062 61 100 166 268 503 813 981 1175 1442 1407 
49 1917 10642 53 80 121 187 308 572 811 1069 1277 1355 

50 1916 10268 56 51 85 132 216 371 570 792 1023 1059 

51 1915 9647 37 42 54 88 109 206 322 508 734 793 
52 1914 8824 24 35 38 52 75 124 207 290 450 545 
53 1913 9123 37 28 42 49 54 87 149 212 338 420 
54 1912 9322 32 35 28 55 48 78 88 135 222 295 

unknown -- -- 1911 1824 2176 2571 2787 3306 3613 3898 4595 4478 

2. Survival ratios for children aged -9 years sad aged 15 -54 years based the 
life tablas, and for children only baud on the of childhood mortality 

1 2 3 4 5 7 8 9 

Part A. ~rival ratio. for children from birth to age /lo). 

Life tablas 
.9479 
93052/ 

.9414 

.93132/ 

.9321 

.9244) 
.9220 
.9181) 

.9118 

.91262/ 
.9041 
.87612/ 

.8964 .8887 

.86662/ 

.8810 

.8635v 
.8733 

.84822/ 

Part 3. Survival ratios for nomen from 4.-t+4 to age í(L1 based on the 
Ag. life tablea. 

.99935 .00000 .00000 .00000 .00000 .00000 .00000 .00000 .00000 .00000 

.99933 .99757 .00000 .00000 .00000 .00000 .00000 .00000 .00000 .00000 

.99917 .99725 .99563 .00000 .00000 .00000 .00000 .00000 .00000 .00000 

.99894 .99664 .99487 .99325 .00000 .00000 .00000 .00000 .00000 .00000 

.99875 .99605 .99390 .99213 .99052 .00000 .00000 .00000 .00000 .00000 

.99869 .99572 .99316 .99102 .98925 .98438 .00000 .00000 .00000 .00000 

.99872 .99566 .99285 .99029 .98816 .98315 .98089 .00000 .00000 .00000 

.99868 .99561 .99274 .98993 .98738 .98192 .97957 .97732 .00000 .00000 

.99868 .99556 .99266 .98979 .98699 .98102 .97832 .97599 .97374 .00000 

.99866 .99551 .99257 .98968 .98681 .98044 .97737 .97468 .97235 .96764 

.99862 .99537 .99240 .98946 .98658 .97992 .97660 .97354 .97086 .96602 

.99858 .99519 .99214 .98918 .98626 .97933 .97588 .97257 .96953 .96422 

.99857 .99508 .99191 .98887 .98592 .97869 .97517 .97173 .96843 .96262 

.99856 .99500 .99175 .98858 .98555 .97799 .97441 .97091 .96749 .96122 

.99855 .99492 .99161 .98837 .98522 .97717 .97356 .97000 .96651 .95991 

.99853 .99479 .99143 .98814 .98491 .97626 .97254 .96895 .96541 .95850 

.98848 .99457 .99114 .98779 .98451 .97527 .97135 .96765 .96408 .95684 

.99843 .99430 .99073 .98731 .98398 .97409 .97001 .96611 .96242 .95481 

.99836 .99399 .99025 .98669 .98328 .97262 .96843 .96437 .96049 .95235 

.99830 .99367 .98971 .98599 .98245 .97086 .96654 .96238 .95835 .94954 

.99826 .99340 .98924 .98531 .98160 .96897 .96449 .96020 .95606 .94659 

.99822 .99317 .98882 .98468 .98076 .96702 .96230 .95785 .95359 .94345 

.99815 .99288 .98838 .98406 .97994 .96503 .96000 .95531 .95089 .94006 

.99808 .99258 .98791 .98343 .97913 .96307 .95767 .95268 .94803 .93641 

.99803 .99229 .98742 .98277 .97832 .96115 .95535 .94999 .94504 .93254 

.99799 .99201 .98694 .98209 .97747 .95922 .95307 .94732 .94201 .92853 

.99795 .99177 .98651 .98147 .97665 .95723 .95079 .94470 .93901 .92444 

.99792 .99151 .98609 .98086 .97585 .95517 .94841 .94204 .93600 .92031 

.99788 .99124 .98566 .98027 .97507 .95306 .94596 .93927 .93295 .91615 

.99784 .99097 .98520 .96965 .97430 .95087 .94343 .93641 .92978 .91190 

.99765 .99045 .98451 .97878 .97327 .94855 .94076 .93340 .92646 .90748 

.99758 .99001 .98377 .97787 .97218 .94616 .93803 .93033 .92306 .90294 

.99787 .99026 .98369 .97750 .97163 .94397 .93547 .92744 .91983 .89841 

.99822 .99087 .98437 .97785 .97169 .94202 .93314 .92475 .91681 .89389 

.99844 .99131 .98519 .97873 .97224 .94022 .93095 .92217 .91388 .88932 

.99835 .99114 .98536 .97928 .97286 .93836 .92863 .91947 .91080 .88454 

.99792 .99017 .98437 .97863 .97259 .93617 .92601 .91641 .90737 .87949 

.99720 .98851 .98216 .97640 .97071 .93351 .92306 .91305 .90358 .87436 

.99632 .98640 .97904 .97275 .96704 .93013 .91954 .90925 .89939 .86909 

.99546 .98416 .97548 .96820 .96198 .92598 .91523 .90481 .89469 .86362 

2/1966 Life Table; 2/1964 Life Table; 2/1959 Life Table; 2/1955-60 uf. Table. 
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TABLE 3. Estimated number of birth cohort of women (defined by age of woman at the time of the census) 
for 10 years preceding the census 

Age of 
women at 

Calendar year 

1966 1965 1964 1963 1962 1961 1960 1959 1958 1957 Birth census 
cohort date 

1951 15... 8 0 0 0 0 0 0 0 
1950 16... 23 8 0 0 0 0 0 0 
1949 17... 96 36 10 0 0 0 0 0 
1948 18... 308 134 50 12 0 0 0 0 
1947 19... 753 355 130 54 29 0 0 1 

1946 20... 1160 687 301 168 80 34 0 0 
1945 21... 2014 1333 717 398 154 100 52 0 
1944 22... 3233 2155 1462 901 414 197 124 6 1 

1943 23... 4391 3430 2538 1848 1036 504 278 12 10 0 
1942 24... 6473 5386 4433 3417 2283 1436 715 38 18 115 
1941 25... 6779 6157 5423 4691 3243 2328 1423 72 36 201 
1940 26... 6740 6322 6211 5675 4530 3779 2657 155 79 322 
1939 27... 2860 6713 6923 6869 6055 5159 4267 300 171 853 
1938 28... 6212 6291 6578 6849 6448 5959 5153 411 281 1583 
1937 29... 5996 6121 6770 7248 7149 6747 6520 561 457 2934 
1936 30... 5180 5217 5946 6706 6685 6821 6606 612 548 4005 
1935 31... 4750 5032 5756 6675 6595 6874 7313 687 6634 5043 
1934 32... 4266 4413 5284 5945 6181 6592 6664 680 6629 5531 
1933 33... 3518 3780 4385 5236 5456 5876 5872 608 6291 5288 
1932 34... 3517 3713 4468 5339 5582 6078 6358 639 6676 5873 
1931 35... 2787 3067 3797 4230 4805 5403 5554 572 5939 5318 
1930 36... 2488 2696 3261 4017 4398 4802 5105 523 5489 4986 
1929 37... 2417 2636 3266 3960 4394 4762 5172 532 5619 5065 
1928 38... 1888 2094 2723 3290 3651 4191 4383 454 4939 4449 
1927 39... 1690 1932 2632 2994 3449 3903 4146 439 4637 4274 
1926 40... 1408 1560 2137 2659 3011 3442 3814 390 4132 3961 
1925 41... 1103 1366 1796 2490 2758 3139 3526 368 4001 3695 
1924 42... 872 1103 1589 2119 2459 2910 3295 336 3792 3478 
1923 43... 653 907 1374 1910 2352 2689 3081 324 3661 3281 
1922 445 665 1061 1455 1890 2356 2679 286 3263 3052 
1921 45... 258 446 725 1154 1487 1998 2310 260 2837 2798 
1920 46... 156 264 470 873 1217 1641 2002 223 2580 2469 
1919 47... 100 134 302 497 743 1078 1445 167 1890 1878 
1918 48... 66 109 183 299 569 931 1137 137 1721 1705 
1917 49... 57 87 133 208 348 655 940 125 1524 1642 
1916 50... 60 55 94 147 244 425 661 93 1221 1283 
1915 51... 40 46 59 98 123 236 373 59 876 961 
1914 52... 26 38 42 58 85 142 240 340 537 661 
1913 53... 40 30 46 55 61 100 173 24 403 509 
1912 54... 35 38 31 61 54 89 102 15 265 358 

TABLE 4. Reported female population in the census and estimated mid -year female population by birth cohorts 
(defined by age of women at the time of the census)for the 10 years preceding the census: 

Korea, 1966 Census 

Age of 
Reported 
in the 

Calendar year 

Birth 

cohort 
women at 
census 

1966 
census 

1966 1965 1964 1963 1962 1961 1960 1969 1958 1957 

1951 15 25539 25556 0 0 0 0 0 0 0 

1950 16 26029 26046 0 0 0 0 0 0 0 

1949 17 25219 25240 25330 0 0 0 0 0 0 

1948 18 24993 25050 25095 25136 0 0 0 0 0 

1947 19 24568 24599 24665 24719 24763 24803 0 0 0 

1946 20 21170 21198 21261 21316 21316 21362 21400 2150 0 0 
1945 21 20081 20107 20169 20226 20278 20322 20425 2047 0 0 
1944 22 20464 20491 20554 20614 20672 20726 20841 2089 20939 0 
1943 23 20979 21007 21073 21134 21195 21256 21385 21444 21495 21545 
1942 24 24058 24090 24167 24238 24309 24380 24538 2461 24683 24742 2486 
1941 25 22945 22977 23052 23121 23189 23257 23415 2349 23569 23634 2375 
1940 26 21774 21805 21879 21947 22012 22077 22234 2231 22388 22458 2258 
1939 27 22462 22494 22573 22645 22715 22783 22951 23034 23116 23194 23334 
1938 28 21263 21294 21370 21440 21509 21575 21742 2182 21900 21978 22121 
1937 29 21887 21219 21999 22072 22145 22215 22398 2248 22564 22645 22801 
1936 30 20047 20077 20152 20220 20288 20354 20535 2061 20689 20765 20915 
1935 31 20409 20440 20520 20591 20661 20730 20927 2101 21091 21169 21130 
1934 32 19303 19333 19414 19484 19551 19617 19816 1990 19980 20057 20217 
1933 33 17531 17560 17637 17704 17768 17829 18025 1810 18179 18252 18408 

1932 34 18761 18793 18881 18956 19028 19096 19324 1941 19494 19576 19758 
1931 35 17028 17058 17141 17213 17282 17347 17573 1765 17734 17811 17989 

1930 36 16173 16202 16384 16356 16425 16490 16725 1680 16885 16960 17142 
1929 37 16975 17007 17097 17175 17250 17323 17590 1768 17769 17852 18057 
1928 38 15134 15163 15247 15319 15389 15457 15714 1580 15886 15964 16162 
1927 39 15031 15061 15148 15223 15295 15364 15639 15734 15822 15905 16118 
1926 40 13897 13925 14009 14081 14150 14217 14488 14581 14670 14753 14967 
1925 41 13665 13693 13778 6852 13923 13992 14276 14372 14465 14553 14782 
1924 42 13386 13414 13501 13575 13647 13717 14014 14114 14210 14301 14545 
1923 43 13658 13687 13779 13857 13933 14007 14331 14438 14541 14640 14908 
1922 44 12842 12870 12959 13035 13109 13181 13506 13612 13714 13812 14083 
1921 45 12141 12170 12258 12332 12404 12474 12800 12906 13007 13105 13379 
1920 46 11713 11741 11831 11906 11978 12048 12380 12487 12590 12689 12972 
1929 47 9767 9788 9863 9929 9992 10052 10347 10441 10531 10618 10871 
1918 48 10062 10080 10155 10222 10290 10355 10681 10783 10881 10975 11256 
1917 49 10642 10659 10735 10802 10873 10946 11319 11431 11540 11645 11966 
1916 50 10268 10285 10630 10421 10485 10554 10943 11057 11167 11273 11608 
1915 51 9647 9667 9743 9800 9858 9919 10305 10418 10527 10632 10969 
1914 52 8824 8849 8927 8984 9037 9090 9453 9560 9664 9766 10092 
1913 53 9123 9157 9249 9318 9379 9434 9808 9921 10034 10144 10497 
1912 54 9322 9365 9472 9556 9628 9690 10067 10185 10303 10419 10794 
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TABLE 5. Estimated age .pacific fertility ratee per 1000 for aigle year female birth 
cohorte (defined by age of women at the time of the census) for the 10 calendar 
years preceding the census 

Birth 
cohort 

Ag. of 
vagen at 
cenaue 

date 

Calendar year 

1966 1965 1964 1969 1962 1961 1960 1959 1958 1957 

1951 15... 
1950 16... 1 0 0 0 0 0 
1949 17... 4 1 0 0 0 0 0 0 
1948 18... 12 5 2 1 

1947 19... 31 14 5 2 1 0 0 0 
1946 20... 55 32 14 8 4 2 0 0 
1945 21... 100 66 36 20 8 5 

1944 22... 158 105 71 44 20 10 3 0 
1943 23... 209 163 120 87 49 24 1 6 0 
1942 24... 269 223 183 141 94 59 2 15 5 

1941 25... 295 267 235 202 139 99 6 31 1 9 

1940 26... 309 289 283 258 205 170 11 70 3 14 

1939 27... 305 297 306 302 267 225 18 130 7 37 
1938 28... 292 294 307 318 299 274 23 188 12 72 
1937 29... 274 278 307 327 322 301 290 249 202 129 
1936 30... 258 259 294 331 328 332 321 296 264 192 
1935 31... 232 245 280 323 318 329 348 326 313 236 
1934 32... 221 227 271 304 315 333 335 340 331 274 

1933 33... 200 214 248 295 306 326 324 335 345 287 
1932 34... 187 197 236 281 292 315 328 328 341 297 
1931 35... 163 179 221 262 277 307 315 323 333 296 
1930 36... 154 166 199 245 267 287 304 310 324 291 
1929 37... 142 154 190 230 254 271 293 300 315 281 
1928 38... 125 137 178 214 236 267 277 286 309 275 
1927 39... 112 128 173 196 225 250 264 278 292 265 
1926 40... 101 111 152 188 212 238 262 266 280 265 
1925 41... 81 99 130 179 197 220 245 255 275 250 
1924 42... 65 82 117 155 179 208 234 237 265 239 
1923 43... 66 99 137 168 188 213 223 250 220 
1922 44... 35 51 81 111 143 174 197 209 236 217 
1921 45... 21 96 59 93 119 156 179 200 217 209 
1920 13 22 39 73 101 133 160 178 203 190 
1919 47... 10 14 31 50 74 104 138 159 178 173 
1918 48... 7 11 18 29 55 87 105 127 157 152 
1917 49... 5 8 12 19 32 58 82 109 131 137 
1916 50... 6 5 9 14 23 39 60 83 108 111 

1915 51... 4 5 6 10 12 23 36 57 82 88 
1914 52... 3 4 5 6 9 15 25 35 55 65 
1913 53... 4 3 5 6 7 10 17 25 49 
1912 4 4 3 6 6 9 10 15 25 33 

TABLE 6: Estimated single -year age -specific 

Age 
of 

fertility rate for Bores: 

Calendar year 

1957 -66 

voceen* 1966 1965 1964 1963 1962 1961 1960 1959 1958 1957 

15 1 1 1 1 3 3 4 5 6 7 

16 2 9 4 5 6 7 10 10 11 11 

17 8 lO 10 14 14 17 21 23 25 25 

18 22 23 25 32 34 41 45 50 55 54 

19 43 49 53 65 71 79 90 100 101 100 

20 77 85 96 114 117 135 152 159 165 160 

21 129 134 152 171 172 197 211 218 233 214 

22 183 193 209 230 236 249 263 272 289 255 

23 239 245 259 280 282 288 305 311 322 280 

24 282 278 294 310 310 317 334 339 338 292 

25 302 293 306 323 325 330 341 338 343 296 

26 307 296 307 329 323 330 330 332 337 293 

27 298 286 300 327 317 330 326 326 329 286 

28 283 269 287 314 311 320 321 317 319 278 

29 266 252 275 299 299 311 309 305 312 270 

30 245 236 259 288 285 297 298 293 300 265 

31 227 221 242 271 272 279 285 282 286 257 

32 211 206 228 253 260 269 270 272 278 245 

39 194 188 210 237 245 258 263 260 270 230 

34 175 172 195 222 230 244 254 246 258 218 

35 159 160 184 205 218 229 239 230 243 213 

36 148 146 175 192 204 214 223 216 226 200 

37 133 132 162 183 188 198 205 204 210 182 

38 118 119 141 167 174 181 188 189 191 162 

39 107 105 123 146 156 165 170 168 167 144 

40 91 90 108 124 131 144 149 143 144 124 

41 73 74 90 102 110 118 122 118 120 99 

42 56 59 70 83 88 96 94 96 95 77 

43 41 49 61 64 73 71 70 69 57 

44 28 29 35 39 43 48 48 46 47 41 

45 17 18 24 24 28 31 31 30 33 0 

46 12 12 15 17 18 19 -21 20 0 0 

47 8 9 11 12 11 13 14 0 0 0 

48 6 7 8 8 8 10 0 0 0 0 

49 6 5 5 6 6 0 0 0 0 0 

5 5 5 6 0 0 0 0 0 0 
51 4 4 4 0 0 0 0 0 0 0 

52 4 4 0 0 0 0 0 0 0 0 

53 4 0 0 

TOTAL 4511 4462 4921 5462 5559 5838 6006 5980 6121 5335 

*Age at the tim of birth 
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TABLE 7. Korea 1957 -1966: Final estimates of fertility derived from the 1966 Census 

Year 

Total 
Fertility Age- specific fertility rate per 1000 
Rate 15 -19 20 -24 25 -29 30 -34 35 -39 40 -44 45 -49 

1957 5342* 39 238 285 243 182 81 

1958 6101* 40 266 329 279 210 97 

1959 5941* 38 256 324 272 203 95 

1960 5955* 35 251 326 275 206 97 

1961 5786* 31 236 325 270 198 98 

1962 5579 26 221 315 260 189 90 15 

1963 5476 22 220 319 255 179 85 14 

1964 4940 17 203 296 228 159 73 13 

1965 4484 16 191 280 206 134 60 10 

1966 4531 14 186 292 212 134 59 10 

*Excludes the fertility rate of women 45 -49 years of age. 

TABLE 8. Estimated Total Fertility Ratesa Based on the 1966 

Census and the 1968 Fertility and Family Planning 

Survey, Korea: 1959 -1966 

Year 
1966 

Census 

1968 
Survey 

Percent 
difference 

1959 5,920 5,993 -1.2 

1960 6,036 5,897 +2.3 

1961 5,930 5,706 +3.9 

1962 5,497 5,311 +3.5 

1963 5,444 5,451 -0.1 

1964 4,934 4,946 -0.2 

1965 4,489 4,653 -3.5 

1966 4,532 4,519 +0.3 

aFor the purpose of comparison, the total fertility rates 
are confined to the age range covered by the Fertility and Family 
Planning Survey; for example, the 1959 total fertility rate covers 
the age range from 15 to 39. 
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PGE STUDIES: COSTS AND EFFECTIVENESS 

W. Seltzer, The Population Council 

1. The PGE technique 

The Population Growth Estimation 
(PGE) technique has been employed in many 
countries either to estimate fertility, 
mortality, and natural increase where 
these key demographic variables are not 
reliably known (e.g., India, Liberia, 
Pakistan, Thailand, and Turkey) or to 
estimate the completeness of the civil 
registration system (e.g., Canada, Chile, 
Commonwealth West Indies, Tunisia, USSR, 
and the United States). 

Nearly all of the work on the PGE 
technique has proceeded as if it were a 
technique unique to demography. Actu- 
ally, an identical procedure has been 
used in a number of studies of response 
error in a variety of fields. Moreover, 
it is also closely related to the "cap- 
ture- tag- recapture" technique used in es- 
timating the abundance of animal popula- 
tions. Note that in the capture- tag -re- 
capture technique one estimates popula- 
tion size. In PGE studies we estimate 
live births and deaths -- the two compo- 
nents of natural increase -- while pop- 
ulation size is usually measured by some 
form of direct enumeration.1/ Even more 
broadly, the PGE procedure is related to 
any situation where a statistic, known to 
be incomplete, is adjusted by a ratio re- 
flecting the estimated completeness of 
the statistic. 

As used in vital statistics estima- 
tion, the PGE technique involves (1) col- 
lection of reports of vital events by two 
quasi- independent data -gathering proce- 
dures; (2) case -by -case matching of the 
reports from these two systems; and (3) 
the preparation of an estimate of the 
number of events adjusted for omissions 
or of the relative completeness of either 
system on the basis of the obtained 
matched rates.?/ 

Specifically, Ñ, the PGE estimate of 
the total number of births or deaths oc- 
curring in a given area during a given 
time period, can be expressed as 

= [la] 

or 
N M + U2+ 

U 
1 
U 

2 

where 

M 
[lb] 

N1= M + U1= total number of births 
or deaths in source 1; 

M + U2- total number of source 
2 reports; 

M = number of reports in each 
source identified (by some 
matching procedure) as refer- 
ring to the same event, i.e., 
the number- of matches; 
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U1= number of source 1 reports 
identified as referring to 
events not reported in source 
2; and 

U2= number of source 2 reports 
identified as referring to 
events not reported in source 
1. 

Equations la and lb yield identical 
estimates of N. The latter equation was 
given by Chandrasekaran and Deming in 
their 1949 article [1] which recommended 
the use of this approach in countries 
lacking adequate vital registration data. 

One may also form an estimate of the 
completeness of either source 1 or source 
2. Using equation la, we have for the 
estimated completeness of source 1 

N1 M 

Ñ [2] 

Equation 2 has been used in a number of 
countries, starting with Canada in 1931, 
to estimate the completeness of civil 
registration. 

As presented in equations 1 and 2 

these estimates refer to sources which 
attempt to gather all the events occur- 
ring in the area under study. For exam- 
ple, infants enumerated in a census may 
be searched for in a civil registration 
system and the completeness of the latter 
may be estimated using equation 2. How- 
ever, one may also restrict the collec- 
tion of reports to a probability sample 
in either or both systems. The only re- 
striction to the use of sampling unique 
to PGE estimation is that the samples 
used in each source must be identical or 
one must be a subsample of the other. If 
sampling is employed, equations given 
earlier can be rewritten in terms 
of the sample estimates. The expected 
value of the estimate is not changed by 
the use of sampling, i.e., E(Ñ) = E(n), 
but its variance is usually larger.î/ 

Furthermore, these equations are 
quite general as to the method of data 
collection to be used. In practice, be- 
cause the PGE estimate assumes that the 
probability of an event reported by one 
source is independent of its being re- 
ported in the other source, one tries to 
employ two methods of data collection as 
dissimilar as possible. This frequently 
leads to the use of some type of registra- 
tion approach in one source, i.e., an ef- 
fort to obtain reports of events as they 
occur, and some form of survey approach 
in the other source. The survey approach 
collects reports of events either by ask- 
ing about events retrospectively or, in 
multi -round surveys, by obtaining a par- 
tial count of events by accounting for 



changes in the household composition re- 
corded in consecutive survey enumera- 
tions.A/ 

This, in brief, is the PGE tech- 
nique. Before trying to examine its 
strengths and limitations, let us look 
quickly at some of the possible alter- 
natives. 

2. Alternative approaches 

Faced with the problem of using and 
interpreting those statistics of demo- 
graphic change which, in Morgernstern's 
language, "simply accrue without any 
overall design or plan" [8] -- for exam- 
ple, most census or civil registration 
data -- demographers have tried three 
basic approaches: they made use of the 
available statistics, they tried to im- 
prove the methods of data collection, or 
they introduced new techniques for the 
analysis of data. 

The first of these alternatives -- 
the uncritical use of whatever statistics 
are available -- continues to be a source 
of mininformation to the policy maker and 
confusion to the social scientist. Cer- 
tainly policy makers and social scien- 
tists will not stop their activities until 
"good" data become available. Statisti- 
cians should respond to data requests 
from such sources as constructively as 
possible, attempting to guide the unin- 
formed user so as to avoid the pitfalls 
of flawed data. However, not all of the 
requests for poor data come from unin- 
formed users. The practice of various 
international statistical offices of re- 
questing from each country, and then pub- 
lishing, a single estimate for a long 
list of fertility and mortality variables 
is a powerful force influencing both pro- 
ducers and consumers of demographic 
statistics to act as if all such esti- 
mates were of equal substantive value. 

Improvements in data collection 
techniques and methods of data analysis 
may be interrelated. However, reliance 
has often been placed on either alone to 
do the job. Thus, efforts are often made 
to improve questionnaire wording, train- 
ing, and supervision so as to improve 
demographic estimates in censuses or 
household surveys. (The enormity of the 
task of improving civil registration has 
usually discouraged any attempts to im- 
prove this source.) In addition, more 
radical approaches have been tried: 
dual collection, pregnancy history, chem- 
ical pregnancy tests, randomized re- 
sponse, Sirkin's multiple respondent 
approach, etc. 

Approaches involving improved data 
analysis -- which I shall refer to col- 
lectively as demographic analysis -- at- 
tempt to adjust deficient data on the 
basis of assumptions either about the 
nature of the population being studied 
(e.g., stable population analysis), or 
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about the regularity of reporting errors 
(e.g., Brass fertility estimates, Som's 
recall lapse adjustments, and the Grabill - 
Cho method of estimating fertility from 
census data on own children), or both 
(e.g., Brass childhood mortality esti- 
mates). Some of these estimates are 
described in some detail in U.N. Manual 
IV [12] and in the papers by Page, 
Cho, and Zechariah presented at this 
session. 

3. Choosing between alternatives 

It is clear that a number of differ- 
ent methods for measuring demographic 
change exist. A decision to use one par- 
ticular method should be based on a ra- 
tional review of the alternative methods. 
This review should be based on a close 
look at the actual data needs and the re- 
sources available to carry out the meas- 
urements, rather than on one or more ab- 
stract imperatives. Three factors are 
needed to keep the review from being 
merely a formal exercise buttressing our 
methodological prejudices. They are: (1) 

comparable experience in the use of al- 
ternative methods; (2) specification of 
the measurement problem and the available 
resources; and (3) specification of one 
or more standards by which the choice is 
to be made. 

Full knowledge about previous expe- 
rience is required if we are to avoid 
past mistakes and benefit from past suc- 
cesses. The need for specification is of 
critical importance if we are to go be- 
yond our preconceived notions. In brief, 
then, the need is for appropriate spec- 
ification of the measurement problem and 
relevant knowledge about the means for 
its solution. 

At this point let me specify five 
criteria for assessing the adequacy of 
basic demographic estimates such as the 
population growth rate, the crude birth 
rate, and the crude death rate: (1) ac- 
curacy, (2) timeliness, (3) detail, (4) 

user confidence, and (5) the cost of pro- 
ducing the estimate. 

Also, let me quickly add that we do 
not have the techniques or the experience 
to apply these criteria to the alter- 
native estimation procedures and come up 
with an unambiguous answer as to which 
procedure is preferable in a specific 
case. However, it is helpful to review 
what we do know, or think we know, about 
the various procedures available to us in 
terms of these criteria. Such a review 
may also help to define the criteria 
somewhat. 

4. Costs of production 

One of the truisms about PGE esti- 
mates is that they are more expensive to 
produce single -system estimates. Let 
us leave aside for a moment that cost in 



the abstract, without reference to value 
received (in this case some mix of accu- 
racy, confidence, detail, and time- 
liness), has little meaning, and compare 
the budget of a PGE study with that of a 

household survey. 
Unfortunately, the analysis of cost 

information about data collection and 
analysis is an undeveloped science. The 
problem is threefold: (a) lack of in- 
terest, since the size of budget and the 
type study are often decided independ- 
ently of each other; (b) lack of informa- 
tion on study costs, particularly for 
studies conducted in the developing 
world; and (c) the complexity of any 
equation that attempts to describe fully 
the costs of various components of the 
data production process.5/ 

As soon as oáe tries to list all 
the factors that can affect study costs 
one quickly becomes discouraged by the 
length and varied nature of such a 
list. After a largely fruitless search 
of the literature on this topic for a 
scheme, or a methodology, or a nota- 
tion, or a something that would both 
simplify the cost picture and yet 
preserve those features needed to con- 
trast the costs of a single system 
measurement effort with those of a 

PGE study, I gave up.ó/ All of this 
by way of introduction to the in- 

elegance of table 1 which is an un- 
imaginative listing of all the types 
of activities that go into a PGE and 
a single- system study. Despite its 
awkward notation, I think the cost 
picture revealed by the table is 
helpful. If nothing else, it mgy 
stimulate others to do better.1.' 

First let me explain the notation 
used in table 1. Annual aggregate costs 
are indicated by upper -case "C's ", while 
lower -case "c's" are used for unit costs. 
The first -level subscripts a, ß, y, and 
refer, respectively, to study activities 
associated with data collection, vital 
events processing, base population proc- 
essing, and presentation of study re- 
sults. The second -level subscripts refer 
to a particular phase within one of the 
four broad types of activities designated 
by the first -level subscripts. The prime 
symbol is used to distinguish costs asso- 
ciated with the second collection source 
in a PGE study from those associated with 
the first source. Similarly, p and p' 
refer to the proportion of vital event 
reports sent for field investigation in 
source 1 and source 2, respectively. The 
letter m refers to the number of clusters 
in the sample, n to the total number of 
persons in the sample, and to the mean 
number of persons per cluster. Assuming 
a crude birth rate of about 50 per 1,000 
and a crude death rate of about 20 per 
1,000, that some events go unreported, 
and that some out -of -scope events are re- 
ported, the maximum number of events re- 
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ported by each system is .07n (i.e., 50 
per 1,000 plus 20 per 1,000). 

The cost equations in table give 
the total cost of each type of activity 
(i.e., Ca, Cg, Cy, and CO in terms of 
the sample size (n), or the sample design 
(n and m), and the appropriate unit costs. 
Cost equations of this form permit one to 
assess directly the efficiency of a given 
sample design in terms of sampling error. 
Unfortunately, the equations in table 1 

make no explicit recognition of differ- 
ences between studies attributable to the 
timeliness, detail, or the accuracy of 
the estimates. Differences between 
studies involving these factors may be 
reflected indirectly in the unit costs of 
various phases of the study, as well as 
in the choice between single or dual col- 
lection. From the rightmost column of 
table 1, one can see that cost differ- 
ences are limited to data collection 
activities and certain phases of 
vital events processing. Clearly, the 
extent to which extra collection costs 
are associated with dual collection will 
depend on the costs of the two data gath- 
ering procedures used in the PGE study 
and the single- system collection proce- 
dure used as a standard. To facilitate 
cost comparisons we assume that the first 
source in the dual collection system is 
identical to the single system source and 
that the sample design remains constant. 
Thus, all the added collection costs are 
associated with the second source. 

Theoretically the data collection 
costs of the second source Cá can take on 
any value; but, in practice, Cá is usu- 
ally less than Ca that the ratio 1 + 

/Ca is almost always less than 2. For 
example, the second source may be the 
civil registration system, so that col- 
lection costs for the second source need 
cover only the cost of office sampling 
and, possibly, the transcription of rec- 
ords. Alternatively, as in the Turkish 
Demographic Survey, the second source 
also serves as the supervisory control 
for the first source. At a minimum, one 
of the sources may use an already existing 
infrastructure of statistical administra- 
tion (e.g., the same regional field of- 
fices). To my knowledge no PGE study yet 
undertaken has used two fully funded, new 
data collection sources. 

Another major determinant of data 
collection costs, given that source 1 is 
a household survey, is the frequency of 
survey rounds. If it is assumed that the 
aggregate annual data collection costs of 
source 1 in table 1, Ca, refers to a one - 
round household survey and that survey 
rounds are carried out annually in the 
single -system survey then the total annual 
cost for data collection activities in the 
single -system survey is rsCa. Assuming 
rp rounds are employed in the comparable 
survey conducted in a PGE study, then the 
data collection costs for this survey are 



Table 1 - Comparison of Cost Components for a Single- system Study and a PGE Study 

[Upper -case 'C' refers to an annual aggregate cost, lower -case 'c' to a unit 
cost; for assumptions used and details of notation, see footnotes and text.] 

Type of activity 1/ 
Single -system 

costs PGE study costs 

Ratio of PGE 
totalcosts to 
single -system 

costs 

Data - Collection -- total?/ Ca- m(cal+ tic ) Ca+ C' + (Cá /Ca) 

(1) Related to number of clusters mcal m(ca1+ c6.11) 1 + (cá1 
/cal) 

(2) Related to number of elements mñ(ca + cá ) 

2 
1 + /ca ) 

2 2 

Vital events processing -- totali/ cß5) 7/ 8/ 

(1) Prematching phase4/ 0 .07n(cß1+ cß1) 

(2) Matching phase 0 .07n(cßz+ 
z 
) 

(3) Field follow -ups/ 0 .07n(pcß3+ 

(4) Pretabulation phaseó/ .07ncß4 .07ncß4 1 

(5) Tabulation phase .07nc .07nc 1 

Base population processing -- total n(cY + ) C 1 
1 2 

(1) Pretabulation phaseó/ nc 
Y1 

nc 
Y1 

1 

(2) Tabulation phase nc 1 

Presentation of results -- total C6 C6 1 

All activities -- total C Ca+ Cß+ Cy+ C6 C Ca+ Cá+ Co 9/ 

+ CY+ Ca 

1/ Includes stated activity, plus proportional share of costs of supervision and over- 
heads. The cost analysis presented here makes no explicit recognition of expend- 
itures incurred to increase the accuracy, timeliness, or detail of the estimates. 

2/ It is assumed that collection costs are related to the number of clusters (m) and 
their mean size (ñ), rather than to the level of vital events. For simplicity, all 
collection costs are treated as if they were solely linear functions of m and B. 

3/ It is assumed that vital event processing costs are related to the number of birth 
and death reports obtained (i.e., a maximum of .07n). 

4/ Editing and other processing necessary to make the documents ready to matching. The 
matching is assumed to be done manually. 

5/ As a first approximation field follow -up costs are assumed to be related to the pro- 
portion of reports from each source (p or p') sent for follow -up. Follow -up costs 
will usually be described more accurately by + .07n(p + p')ca . 

6/ Editing, coding, and punching required for purposes of tabulation. 

7/ .07n (cß1+ 
l+ cß2+ +pcß9+ 

cß4+ cß5). 

C + 
03+ 

8/ Ratio 1 + 
cß5 

m(ca +cá )+n(ca +cá )+.07n(cß +co +pcß )+n(c +c )+ca 

9/ Ratio 
1 1 2 2 2 2 3 

mca1+ .07n(c04+ + n(cY1+ + 
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It follows that ratio of total 
costs for a PGE study to that for a 

single -system survey is approximately 

Ca 
rs 

or, if Ca is assumed to equal Cá, 

r +1 

[3] 

[4] 

In other words, if more than three survey 
rounds are contemplated per year (i.e., 
rs > 3) it is possible that meaningful 
savings in data collection costs can be 
achieved by reducing the number of sur- 
vey rounds and employing an appropriate 
dual collection procedure. 

The expense associated with matching 
and field follow -up is unique to a PGE 
study. Unless the unit costs of these 
operations are very high, the relatively 
small numbers of cases involved, .07n and 
(p + p').07n, suggest that the aggregate 
costs of these operations are only mod- 
erate compared to the total cost of a 
multi -round survey. Nevertheless, there 
is an urgent need for additional data on 
the costs of matching and field follow - 
up. 

To indicate some idea of the range 
of costs involved in demographic field 
studies in the developing world let me 
cite two figures. The annual cost of the 
Pakistan PGE study came to $6.50 per 
household. This estimate is based on ag- 
gregate cost data covering all aspects of 
the study and all sources of funding. 
In the Pakistan study data collection 
continued for four years and the sample 
involved some 20,000 households so that 
the impact of necessary overheads on the 
annual average is not large. The second 
figure comes from another country in the 
developing world where the cost of a 
27,000 household multi -round demographic 
survey extending over two years came to 
$16 per household per year. This costs 
estimate does not make any provision for 
the costs of tabulation or the presenta- 
tion of results. Another major differ- 
ence between these two cost figures is 
that personnel costs were quite low in 
Pakistan relative to those in the country 
in which the multi -round survey was con- 
ducted. 

5. User confidence 

In our real world of uncertainties 
and mistakes, user -decisions on confid- 
dence involve processes that are far from 
being either rational or accurate. In 
fact, there are many instances where the 
most "rational" procedures for deter- 
mining the confidence to be placed in a 
particular estimate are not the most 
accurate. 

Certainly the establishment of a 
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confidence interval around a crude birth 
rate estimate in order to reflect the un- 
certainties introduced by sampling is an 
objective and rational procedure. How- 
ever, most demographers would consider 
that the 1962 crude birth rate for rural 
India lay well outside the range of 32.6 
to 36.6 per 1,000, even though this is 
the 2a confidence interval of this esti- 
mate from the Indian National Sample Sur- 
vey [9]. The point here is the simple 
one that the probabilistically determined 
consequences of random errors are not the 
only factors which should affect the con- 
fidence we place in any demographic esti- 
mate. 

Though an ideal procedure for ascer- 
taining confidence is well beyond us, we 
might try to approximate some measure of 
this concept in terms of (a) the likely 
accuracy of a statistic given the various 
types of errors it may be subject to, and 
(b) the likelihood of these errors oc- 
curring. I realize that even this some- 
what loose and limited goal will be hard 
to achieve. Quite often it is the figure 
with no error statement attached on which 
the user places his greatest confidence. 
However, even if the policy makers are 
slow to heed technically sound assessments 
of data quality our fellow scientists 
should not be. 

6. Detail and timeliness 

I shall touch only briefly on 
the detail and the timeliness criteria 
as the paper by Louwes [5], deals ex- 
tensively with these two factors. De- 
tails may refer either to the types 
of variables covered (e.g., crude rates 
characteristic- specific rates, life 
table rates), or to the extent to which 
estimates are made for various analyt- 
ical or geographic subgroups. The 
effect of increased detail on the cost 
equations of table 1 varies somewhat with 
the type of detail under consideration. 
For example, added geographical detail 
generally will necessitate an increase in 
the number of clusters (m) and hence data 
collection costs, as well as increasing 
tabulation and data presentation costs.9/ 
On the other hand, increased analytical 
detail (e.g., obtaining estimates of fer- 
tility) often will have only a marginal 
impact on collection costs. However, 
beyond a certain point increased analyt- 
ical detail can also affect the cost and 
quality of the collection operation. 

While timeliness is usually thought 
of in terms of speed of production, fre- 
quency and regularity are also factors 
involved in the concept of timeliness. 
In general, there is a reciprocal rela- 
tionship between speed and detail as well 
as speed and accuracy. On the other hand, 
frequency of data collection, and to a 

lesser extent regularity, tend to be di- 
rectly related to accuracy. Similarly, 



Table 2 - Mean and Range of Approximate Intraclase Correlation 
Coefficients for Crude Birth and Death Rates, by 
Type of Cluster, for Six Specified Studies: 1950 -66. 

[For full qualifications, see sources cited. Values of 6 are approximate and are rounded to 3 places.] 

Type of cluster Number of 
domains 

1/ 

Mean 
population 

per 
cluster?/ 

Crude birth-rate Crude death rate 

Megn 
Rgnae of 6 

Mean 
Range of 

Low High Low High 

All Types 46 572 +.002 -.001 +.008 +.003 -.001 +.013 

Region and country 
Africa 33 333 +.002 -.001 +.008 +.003 -.001 +.013 

Cameroon, 1960 -65 23 356 +.001 -.001 1 +.010 
Chad, 1964 7 300 +.001 -.001 +.005 +.005 +.000 +.013 
Nigeria, 1965 -66 3 235 +.005 +.004 +.008 +.005 +.002 +.012 

Asia 13 +.002 +.000 +.005 +.002 -.001 +.006 
India, 1950 -52 5 +000 +.006 
Pakistan, 1964 -65 24/ 5,000 +.002 +.001 +.002 +.001 +.001 +.002 
Turkey, 1965 -66 7 501 +.003 +.001 +.005 +.001 -.001 +.002 

Type of residence 
Urban 6 498 +.002 +.001 +.005 +.001 -.001 +.005 
Rural 38 351 +.002 -.001 +.008 +.003 -.001 +.013 
Mixed 2 5,000 +.002 +.001 +.002 +.001 +.001 +.002 

Cluster sizes/ 
Under 300 11 275 +.001 -.001 +.008 +.005 +.001 +.013 
300 -349 19 323 +.002 -.001 +.005 +.003 -.001 +.009 
350 -649 12 457 +.003 +.000 +.005 +.001 -.001 +.010 
650 and over 4 2,917 +.002 +'.001 +.002 +.002 +.001 +.005 

1/ A domain is a group of clusters for which the intraclass correlation coefficient is 
separately available. Domains often correspond to sample strata. 

2/ Mean of average cluster size reported for each domain in original source. Cluster 
size shown is that prior to additional within -cluster sampling, if any. 

3/ Mean of unrounded intraclass correlation coefficients for specified number of domaine. 

4/ Each province is treated as a domain, with intraclass correlation coefficient based on the 
average survey and registration values for 1964 and 1965. 

5/ Reported mean population per cluster of each domain. 

Sources: 

(a) Cameroon: 

Scott, Christopher, "Vital Rate Surveys in Tropical Africa," in The Population of Tropical Africa, 
edited by J. Caldwell and C. Okonjo, London, 1968, Chapter 15, table 1, pages 164 -165. 

(b) Chad and Nigeria: 

Scott, Christopher and J.B. Coker, "Sample Design in Space and in Time for Vital Rate Surveys in 
Africa," paper presented at the International Union for the Scientific Study of Population, 
London, 1969, tables 1 and 2. For Nigeria, estimates are based on artificially constructed 
clusters of 50 consecutive household questionnaires completed by the same interviewer. 

(c) India, Pakistan, and Turkey: 

Intraclase correlation coefficients calculated from published variance estimates from the Mysore 
Population Study, the PGE Experiment in Pakistan, and the Turkish Demographic Survey, using 
Scott and Coker's binomial approximation. 
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the more detailed statistics one has 
available from a study the more confident 
one can usually be about assessing its 
quality. 

7. Accuracy 

Accuracy as used here is a synonym 
for data quality and is measured in terms 
of the difference between an estimate and 
the value one is trying to estimate. De- 
fined in this way the accuracy of an es- 
timate is affected by both random and 
nonrandom errors, whether arising in the 
collection, processing, estimation, or 
presentation process. 

The special sources of error unique 
to the PGE technique are: 

1. lack of independence between the 
two collection procedures which, except 
in rare circumstances, can lead to an 
underestimate of the number of events; 

2. use of matching criteria which 
fail to distinguish between reports re- 
ferring to different vital events, leading 
to erroneous matches and an underestimate 
of the number of events; and 

3. use of data in the matching 
process containing reporting or recording 
errors so that reports referring to the 
same event are not linked, resulting in 
erroneous nonmatches and an overestimate 
of the number of events. 

In addition, the existence of out - 
of -scope reports in one or both sources 
or the use of a deficient estimate of the 
base population can lead to an upward 
bias of the PGE vital rate estimates. 
However, these two sources of error also 
affect most types of single- system esti- 
mates. All of these sources of error in 
the PGE estimate are discussed in much 
greater depth in Seltzer and Adlakha 
L11], Marks [6], and Marks et al. [7]. 

The principal advantage of the PGE 
technique is that the PGE estimate is 
largely unaffected by the errors and the 
uncertainties encountered in the collec- 
tion phase of many single- system surveys 
and registration systems. Whether a 
single system is used to provide a vital 
rate estimate directly or is used as a 
source of data for demographic analysis, 
the amount of information available about 
the population being studied is limited 
to that obtained from the single source. 
Dual collection and matching by its very 
nature provides more information than is 
available from a single source. While 
the amount of information from a single 
source may be stretched by the use of 
suitable assumptions, the accuracy of the 
estimates made are then subject to both 
data errors and errors arising from the 
failure to meet the assumptions made. 

In addition to the sources of error 
listed above, most PGE estimates also 
subject to sampling variability...' Es- 
timates of sampling error from the Paki- 
stan PGE experiment indicate coefficients 
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of variation between 4 and 9 percent for 
the annual crude birth rate estimate, with 
values approximately twice this size for 
the crude death rate. Because PGE studies 
often involve some type of registration of 
vital events, clustering is often more 
pronounced than is traditionally employed 
in survey sampling. Clearly,we pay a price 
for this clustering as the estimates of 
intraclasa correlation coefficients pre- 
sented in table 2 indicate. 

Even with a as small as those shown 
in table 2, very large clusters will 
have a major impact on sampling variance; 
but sampling error is only one component 
of our accuracy criteria. Indeed; one 
might hypothesize that, in general, the 
smaller the cluster for a fixed budget and 
fixed total sample size, the larger would 
be nonsampling error. In other words, one 
supposes that a given supervisory effort 
is spread more thinly when the sample is 
based on a large number of small clusters 
than when an equal -size sample is composed 
of a smaller number of larger clusters. 

I know of no data available to test 
this hypothesis directly and even if the 
relationship is established in one in- 
stance, there is no guaranty that any ob- 
served relationship between cluster size 
and nonsampling error will remain constant 
from study to study. Nevertheless, the 
design implications are important enough 
that some effort to test this hypothesis 
should be made. 

I do not doubt that an intensive, 
well -run, single -visit retrospective sur- 
vey can come up with high -quality demo- 
graphic estimates. The problem is how can 
we rely on its accuracy in any given in- 
stance? The evidence is not encouraging. 
One study found a median 33 percent under- 
count of the number of births reported in 
one -time retrospective surveys relative to 
that of comparable dual collection esti- 
mates [10]. 

Finally, in attempting to improve the 
accuracy of any collection procedure we 
are caught in the dilemma of how much ef- 
fort to spend per household to better the 
quality of data collection versus how many 
households should be sampled; that is, the 
choice of allocating limited resources to 
reduce nonsampling or sampling errors. 
Basically, dual collection provides a 
highly effective means of spending more 
per household so as to concentrate on the 
reduction of nonsampling errors. 

8. Summary: effectiveness 

My objective in this paper has been 
to compare the relative effectiveness of 
the PGE technique with that of some alter- 
native procedures for obtaining estimates 
of basic demographic variables. Based on 
present knowledge, it is not possible to 
construct utility functions to this end 
that are both meaningful and rigorous.../ 
Neverthless, by specifying five factors 



(i.e., accuracy, timeliness, detail, user 
confidence, and cost) that might ulti- 
mately compose such a utility function 
and by examining alternative estimates in 
light of these factors I believe the goal 
of rigor has been advanced somewhat. At 
the same time, the introduction of expe- 
rience from actual studies has kept the 
discussion from wandering too far from 
reality. 

Unless the purposes for which demo- 
graphic estimates are prepared are also 
adequately specified the concept of ef- 
fectiveness has limited meaning no matter 
how rigorously this concept is defined. 
The question of proposed uses of demo- 
graphic data has not been dealt with 
explicitly in this paper. However, the 
range of possible uses for demographic 
estimates is broad enough to guarantee 
that no technique can be termed, "uni- 
versally most effective." 

Given this general limitation, the 
findings of this paper can be summarized 
in terms of the five criteria of effect- 
iveness as follows: 

1. Accuracy -- The PGE technique is 
as good as the best of the alternatives; 
nevertheless the precision of our meas- 
urement techniques is such that small 
year -to -year changes in fertility and 
mortality can not be measured accurately 
in countries without an effective civil 
registration system. 

2. Detail -- The PGE technique is 
as good as the best of the alternatives 
and, except in the case of historical 
data, provides more extensive detail than 
demographic analysis. 

3. Timeliness -- The PGE technique 
will usually provide estimates more slow- 
ly than a one -time retrospective survey, 
more quickly than the 6 to 7 year lag 
between the mid -decade reference point of 
an intercensal growth rate and the date 
that such a growth rate becomes available 
subsequent to the census, and at about 
the same time that a good -sized multi - 
round household survey produces com- 
parable estimates. 

4. User confidence -- The informed 
user will find the PGE technique far 
ahead of the other available alternatives 
with respect to the degree of confidence 
that can be placed in the estimates. 
The fact that the PGE technique provides 
a built -in self -evaluation device -- 
through dual collection and matching -- 
does not guarantee that PGE estimates 
will be correct, or that the user will 
realize that any given estimates are 
quite incorrect. There is with the PGE 
technique, however, a much greater like- 
lihood of realizing something has gone 
wrong, if it has, as well as of producing 
estimates that are moderately robust to 
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the variations in the quality of data 
collection. This is an important point 
because sharp variations in the quality 
of field work are frequently encountered 
where data collection experience is 

limited or where field conditions are 
particularly difficult. 

5. Costs -- In terms of cash outlay 
the PGE technique is usually, though not 
necessarily, more expensive than alter- 
native approaches using comparable -sized 
samples. Whether the additional cost is 
justified depends upon the uses to which 
the estimates will be put. However, the 
difference in cost between a multi -round 
survey and a PGE study is generally not 
that much, so that whenever a multi -round 
demographic survey is contemplated, very 
serious consideration should be given to 
conducting a PGE study. 

In order that we proceed beyond the 
tentative formulations of this paper we 
will need additional data on the costs, 
the accuracy, and the uses of various 
types of demographic estimates. There- 
fore, I would like to close with the 
request that statisticians concerned with 
demographic measurement increasingly turn 
their attention to identifying the costs, 
accuracy, and ultimate uses of the es- 
timates they produce. In this request I 

am merely echoing some of the recommenda- 
tions made two years ago by Ross Eckler 
[4] in his Presidential Address to this 
association. 

FOOTNOTES 

1/ However, see [3]. 

Estimating equations for use in a 
three -source PGE study have been given by 
Deming and Keyfitz [3] and, independently, 
for a k- source study by Das Gupta [2]. 
Because it will usually be more efficient 
to improve the quality and independence 
of two collection systems than to attempt 
to use a third collection procedure, this 
paper is confined to an examination of 
PGE studies using only two sources. 

If the completeness of a source using 
no sampling is very poor (say, less than 
50 percent) it may be desirable from a 
variance viewpoint to use a source with 
sampling and higher completeness. 

Unfortunately, not all events can be 
identified by examining changes from sur- 
vey round to round in the list of persons 
enumerated in the household. Particularly 
in countries where infant mortality is 
high, migration rates are high, or women 
spend long periods of time at their par- 
ents home after childbirth, reports about 
a considerable number of events can only 
be obtained retrospectively. 



The classical approach of allocating 
collection costs between those associated 
with the number of clusters and those as- 
sociated with the number of elements does 
not really help to assess designs which 
have major differences subsequent to the 
data collection phase. 

6/ The major exception to this bleak 
picture is a paper by Louwes [5]. While 
Louves' paper deals with agricultural 
surveys in the European common market 
countries and is thus not directly rel- 
evant to the problem at hand, It does 
suggest a number of promising leads, one 
or two of which are used in this paper. 

7/ The basic monthly salary of the sur- 
vey interviewer, or its hourly equiv- 
alent, seems to be a very promising 
standard unit from which comprehensive 
cost function can be built, thus per- 
mitting the kind of cost comparison sug- 
gested in this section. 

This is almost certainly an overes- 
timate of the costs of a multi -round 
survey in that it assumes that data col- 
lection activities involve only recurring 
coats. However, the effect of this over- 
estimate on the cost comparison of a PGE 
study with a single- system survey may be 
at least partially offset by assuming 
Ca= as in equation 4. 

Of course, if sampling is not in- 
volved -- as is the case with a census or 
a national civil registration system -- 
no additional data collection costs are 
associated with increased geographical 
detail. 

10/ PGE studies and single- system esti- 
mates based on retrospective survey 
questions are not alone subject to sam- 
pling errors. It is often unrecognized 
that many forms of demographic analysis 
are also subject to the effect of sam- 
pling errors. For example, the para- 
meters used to enter stable population 
tables may be subject to sampling var- 
iability, implying a range of possible 
stable population estimates. 

ILL In this formulation, utility is con- 
sidered to be a joint function of the 
uses to which the estimates will be put 
and the effectiveness (in terms of the 
five criteria described in the paper) of 
the collection and estimation effort. 
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THE PROGRAM OF THE STATISTICS DIVISION OF THE 

George E. Hall, Law Enforcement 

The Law Enforcement Assistance Administration 
(LEAA) was established by the Omnibus Crime 
Control and Safe Streets Act of 1968. The pri- 
mary purpose of LEAA is to provide assistance to 
state and local governments to reduce crime and 
delinquency. The Act also enpowered the agency 
to collect and disseminate statistics. 

The Statistics Division of LEAA, formerly known 
as the National Criminal Justice Statistics Center 
has the responsibility of quantitatively describ- 
ing and monitoring the criminal justice system 
and for providing timely information on crime and 
its impact on society. In order to achieve these 
dual goals, reliable statistical programs must be 
developed. The major tool for monitoring the 
criminal justice system is the division's offen- 
der based transaction statistics program. The 
task of measuring crime and assessing its impact 
is being centered around a national crime survey 
panel. 

The crime panel is the largest single activity of 
the Division. Basically, the panel is an omnibus 
sample survey. The core questions of the panel 
will provide measures of the incidence of serious 
crime and the effect on its victims. Histori- 
cally, crime incidence estimates have been derived 
from information known to the police. However, 
this type of measure cannot provide all the in- 
formation needed for criminal justice planning and 
evaluation. 1/ 

The crime panel will be able to provide estimates 
of the incidence and the socio- economic and geo- 
graphic distribution of crime by utilizing a gen- 
eral sample of households and businesses. By 
interviewing a general population sample, the 
shortcomings of police statistics can be overcome. 
There is no necessity for the respondent to "get 

involved," nor is there any reason to fear the 
police. On the other hand, there is the natural 
positive incentive to discuss the incident. This 
is not to suggest that there are no serious 
response problems, but these problems seem to be 
amenable to solution. 

The crime panel will provide a variety of crime 
measures. First, the panel will provide a measure 
of criminal events. This event measure provides 
a single count for each event no matter how many 
different crimes were committed during the course 
of that event. Only the most serious crime is 
counted. Thus, if a rape occurs during the course 
of a robbery or burglary, only the rape is re- 

ported. If only an event measure were provided, 
the implications would be serious. Most author- 
ities for example, feel that there are steps which 
householders can take to reduce the incidence of 
burglary. Simple rape on the other hand is a much 
more difficult problem. However, if a significant 
proportion of rape incidents are coincident with 
a burglary, it becomes possible to view the rape 
problem in a different perspective. 

Similarly, an armed robbery with three victims is 
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counted in the same way as a strongarm robbery 
with one victim. The more precise differenti- 
ation between crime sub -types which the panel 

will produce will provide the kinds of data rec- 
ognized as needed to develop strategies for crime 
reduction and overall criminal justice planning. 
Moreover, this information on the incidence of 
crime is the basis for the evaluation of any 
crime reduction program. 

In addition to providing fresh estimates of inci- 
dence, the nation crime pan will also focus on 
the cost of crime. The direct costs of crime are 
many and varied: They include money and property 
lost through theft, the cost of medical atten- 
tion, time lost from work and replacement ser- 

vices for persons injured. The panel will provide 
a measure of all these direct costs but of equal 
or more importance, it will provide the means of 

estimating indirect crime costs such as the 
flight of citizens from the cities. Restaurants, 

theatres, retail stores, other businesses and 

residential properties in the downtown parts of 
major American cities are being hard hit by the 
overall suburbanization of the society. Tax 

bases are shrinking, revenues have been reduced 

and other problems have resulted from this phe- 

nomenon. It would appear that a significant por- 

tion of this movement has been triggered by a 

fear of crime. 

Some of this effect is a result of hyper- reaction 
of the population. Whether the reactions are 
rational or irrational, however, the effect on 

the urban quality of life is a major contributor 
to the current crisis in our cities. 

By utilizing the latest sociometric and psycho- 
metric techniques adapted to mass surveys, we 
would be able to provide insights into the source 
of this public reaction and produce data which 

will suggest solutions. These data will provide 
both local and Federal authorities with valuable 
planning tools to determine program priorities. 

The panel will also provide more direct input to 

criminal justice agencies by determining the 
attitudes of various segments of the population 
toward those agencies and the specific problems 
which seem most acute. This will provide justice 

agencies with the information needed to improve 

their effectiveness and their image. 

Work involved in the development of this panel 
has uncovered a number of problems both methodol- 
ogical and philosophical. Conceptually, it is 

easy to determine a mix of events, which taken 
together legally constitute a crime. However, in 

the deeper sense this is not sufficient. Many 
people, for example, do not report events to the 
police because they do not consider the event to 
be a crime. Many violent activities which occur 
between relatives or close friends are often not 
considered crimes by the participants unless 
serious injury results. 



One of the activities related to the panel will be 
a general population survey to assess public atti- 
tudes concerning the relative seriousness of 
actual events. The project will also examine the 
circumstances surrounding the event to be able to 
quantify those situations which the public con- 
siders extenuating circumstances. 

The panel will also provide the capacity to con- 
duct ad hoc surveys as well as the regular means 
of conducting methodological research. The panel 
design calls for interviewing approximately 
10,000 households and a smaller number of busi- 
nesses each month. While these monthly samples 
will have to be aggregated to provide crime inci- 
dence information, each is large enough to pro- 
vide a national sample to use for gaining other 
information of interest to the criminal justice 
community. 

Research into related data collection problems 
began in the winter of 1970. Small research 
projects were conducted in Washington, D. C., and 
Baltimore, Maryland, to evaluate question wording, 
victim recall, and other response problems. 
The results of these experiments were sufficiently 
positive to warrant going ahead with a research 
study aimed at the general population. Three 
such studies were scheduled for January 1971. One 
was a national survey appended to the Bureau of 
the Census' Quarterly Household Survey Panel. The 
other two, conducted in the LEAA pilot cities San 
Jose and Dayton, had a two -fold purpose, one to 
further refine the survey techniques f but more 
importantly to provide baseline data for the 
evaluation of the pilot cities program itself. 

Because of the large sample size required to pro- 
vide crime estimates, the panel will be used as 
an omnibus vehicle to provide ad hoc data as re- 
quired for planning, research or evaluation. 

Because of the long lead time, planning is al- 
ready underway to develop methodology to increase 
the routine utility of the panel. Preliminary 
investigations are already underway to examine 
the feasibility of regularly or periodically 
measuring such things as drug use, activities re- 

lated to organized crime, juvenile crime and 
white collar crime. 

The division's methodological research for the 
next several years will emphasize the development 
of survey information which can be routinely 
collected utilizing the crime panel. 

UNIFORM CRIME REPORTS 

Through a discretionary grant program adminis- 
tered by the division, almost a million dollars 
has been distributed in the past two fiscal years 
to encourage the states to set up central state 
reporting of UCR data. These state agencies then 
become responsible for quality control of the 
data within the state, thus the state -level 
agency is able to provide far closer supervision 
of the individual police agencies than the FBI 
would be able to do. The division is also en- 
couraging new developments in the collection of 
UCR data. For example, one state is experiment- 
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ing with the idea of obtaining sample data from 
police agencies. By utilizing samples, more de- 
tailed information can be obtained on individual 
events and more sophisticated cross - 
classifications can be developed at a reasonable 
cost. The division will also be working with in- 
dividual police agencies and through Project 
SEARCH to develop uniform event reporting forms 
in a machine -readable format. With the develop- 
ment of these forms again more sophisticated in- 
formation about crimes will become available. Of 
more importance, uniform arrest forms are being 
developed so that arrest registers will become 
available. In addition to making the Uniform 
Crime Reports more useful, the standardized 
arrest registers will facilitate the development 
of statewide offender based statistics programs. 

TRANSACTION STATISTICS 

As we attempt to assess the quality of the admin- 
istration of justice, we encounter an information 
void in justice processes as they relate to the 
suspect or offender. It is our intention through 
various projects planned in 1972 to have the data 
to answer such vital questions as the following: 
What is the time element between various trans- 
actions in the process? Which outputs of agencies 
are inputs to other agencies? What is the drop- 
out rate at various points in the process? What 
is the caseload at each point? What are the 
characteristics of the offenders who re -enter the 
system? Which offenders drop out at various 
points? Which offenders experience greater time 
delays? What are the offenses that cause the 
greatest delay from one point to another? These 
questions must be answered separately for adults 
and juveniles as well as comparatively. These 
data, which will be made available can be used to 
predict events within the system, evaluate pro- 

grams and practices of various agencies and plan 
new programs. 

In order to provide this kind of information, we 
have encouraged states to develop "transaction 
statistics" systems. Since the basic unit common 
to all justice processes is the offender or the 
suspected offender, the transaction statistics 
system tracks the offender as he passes through 
the system and records the pertinent data for 
each criminal justice transaction. Thus it be- 
comes possible to examine the processes of the 
entire system. 

In fiscal 1971, we directly funded a number of 
states to develop at least modules of such 
systems. Out long -range goal is to develop the 
software and procedures for a national system 
which will include summary information from the 
state systems and Federal records. 

One of the major efforts funded by LEAA over the 
last several years is Project SEARCH. This 
project which now consists of a consortium of 20 
states was established among other things, to 
develop a prototype state statistics system. As 

an outgrowth of this prototype statistics system, 
we have launched a five -state effort to implement 
these systems. The system will be refined in an 
operational mode where many problems and questions 



relating to statewide transaction statistics 
systems will be resolved. Through this relativ- 
ely small -scale effort, standards and guidelines 
will be established so that other states may use 
these as models for their own state systems. 

Moreover, to aid in the development of transaction 
statistics by the states, we must be prepared to 
aid the states as they assume responsibility for 

their own criminal identification functions. This 
is essential in an offender based statistics 
system since rapid positive identification of an 
offender is a must if we are to be able to deter- 
mine recidivism patterns. It is only through the 
examination of these patterns compared with prior 

"treatment" that success rates can be determined 
and predictors developed for the justice process. 
The conversion of records to machine readable 
format is also necessary in order to fulfill this 

need. This will be done in conjunction with the 
conversion of records for the exchange of criminal 
histories through Project SEARCH. 

The SEARCH states will develop as a preliminary 
step standard event reporting forms and standard 

arrest reporting forms which can be adopted by 
those states who are in the early stages of dev- 
eloping a transaction statistics system. 

CORRECTIONAL STATISTICS 

Transaction statistics will not soon provide all 

of the information needed on the justice proc- 

esses. For example, many states are not now in- 

volved in the system and there is excessive lead 

time from the planning stage until comprehensive 
data become available for all parts of the crim- 
inal justice system. In the foreseeable future, 

this system will also only handle transactions 

related to serious (fingerprintable) offenses. 
Therefore, the Division will have to develop in- 

terim programs and support existing activities to 

provide much needed data for planning and evalu- 

ation. A project is now in the advanced planning 
stage which will utilize a sample of the institu- 

tions included in the jail census we conducted 

last year. While the previous study concentrated 
on the physical aspect, this study will concen- 
trate on inmates. 

For every inmate in the jail on the "Day of 

record" such information as age, sex, race, 

offense, reason for incarceration, time already 
served, time remaining, limited criminal history, 
place of residence and employment status before 
incarceration, marital status, number of depen- 
dents, personal income in preceding year, family 
income, educational attainment and enrollment 
status will be recorded. With these data avail- 
able for a probability sample of all persons in 
jails in the United States, researchers for the 
first time will be able to assess the impact of 
jail on inmates and to some extent, the socio- 
economic consequences of incarceration. 

To increase further the understanding of local 
incarceration, we are conducting a study of juv- 
enile detention centers to look at the physical 
aspects of juvenile facilities as well as study 
inmates of these institutions to focus on the 
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same kind of characteristics for juveniles as in 
the follow -up Jail Survey. 

Also in the development stage is a census of state 
correctional facilities. This census will pro- 
vide much needed information on the programs, 
descriptions of the facilities including age, 
capacity, population and such characteristics of 
the staff as number, educational background, pro- 
fessional skills, and racial composition. We 
expect this program to go into the field by early 
1972 with results becoming available by year's 
end. 

Another project is National Prisoner Statistics. 
In fiscal year 1971 work was begun to rejuvenate 
this venerable system which in recent years was 
the responsibility of the Bureau of Prisons. Funds 
were provided to the Bureau to publish data 
collected through 1970. In FY 72 we will begin to 
publish data from the system. 

The NPS program will involve the establishment of 
a data base of all inmates in state adult correc- 
tional institutions. Each agency will report ad- 
missions and releases on a monthly basis. As the 
states create their own central statistics 
bureaus, the states will be asked to provide sum- 
mary data rather than individual rebords from each 
of the institutions. 

Another interim program of interest is the Uniform 
Parole Reports. This work is coordinated by the 
National Council on Crime and Delinquency. We 
expect that beginning in 1972 funds will be pro- 
vided to keep the program viable. Moreover, we 
expect that modifications will be made to make it 
compatible with the National Prisoner Statistics 
program. 

Another pressing need is to coordinate this pro- 
gram with statistics concerning probation, but at 
this time there is no structured system for re- 
porting probation information. A project now be- 
ing funded will be a start in this direction. The 
NCCD has proposed to conduct a study directed 
toward filling the need for administrative control 
and research investigation for all types of pro- 
bation programs. The proposed project will be a 
model using the San Francisco Bay Area Probation 
Departments. The project will develop a research 
system for describing and evaluating a wide 
variety of program elements to which juvenile and 
adult offenders are assigned. The system will be 

geared to meet the needs of adult offenders are 
assigned. The system will be geared to meet the 
needs of adult and juvenile probation with a gen- 
eral research methodology that is applicable on a 
nationwide basis. It will be designed with a goal 
of eventual integration into a nationwide correc- 
tional statistics program. This correctional 
system will be the final segment of the total 
offender based transaction system. 

COURT STATISTICS 

While there is a paucity of data concerning cor- 
rections at the national level, there is absolutely 
no data concerning the courts. In fiscal 1971, 

the first step was taken toward a national court 



statistics program. A Court Organization Study is 
now underway to examine the organization, juris- 
diction, manpower, caseloads and practices of all 

state and local courts - civil, criminal, juven- 
ile, and other courts of specialized jurisdictions. 
Such a study is requisite for a national court 
statistics program; first, proper analysis of data 
collected in a national court statistics effort 
can only proceed from a detailed understanding of 
the court system; and secondly, information col- 
lected in the system study would meet the method- 
ological need of providing some of the necessary 
parameters for designing and optimum, stratified 
sample of the courts. In FY 1972 we will begin 
conceptualizing a national data collection program 
including coverage of trial courts of general 
jurisdiction and state appellate courts. Coverage 
will provide information about the most serious 
stage in an offender's contact with the judicial 
process - the felony trial. However, the over- 
whelming majority of criminal cases never reach 
the felony trial stage, thus for most offenders, 
the ultimate stage of contact with the criminal 
justice system is the lower court. Such courts 
will also be included on a representative sample 
basis. 

With this program we will provide information on 
the number of criminal cases presented; the number 
of dispositions without trial: Number of trials 
with and without juries: and some information on 
trial outcomes and sentences. All of this will be 

presented by type of offense, type of court and 
possibly by a limited number of offender charac- 
teristics - age, sex, race. Information will be 

presented on an annual or perhaps quarterly basis 
at the U. S. level, and by city size groupings. 
Concurrently, work will begin to attempt to de- 
velop information on charge reductions, pleas, 
plea bargaining, type of defense and delay in 

judicial process. 

EMPLOYMENT AND EXPENDITURES 

The 1970 Omnibus Crime Control Act requires that 
beginning in FY 73 block grant funds to the states 
will have to be "Passed through" to units of local 
government on the basis of the proportion of funds 

spent by the local units of government. In order 

to ascertain this ratio, a Census of Criminal 
Justice Agencies will be undertaken to provide 
accurate data on expenditures by local and state 
governments for criminal justice purposes. As a 
side benefit of this census, we will get a more 
accurate picture of the manpower structure within 
the state and local criminal justice system. This 
information in the past two years has been gained 

partially on a sample basis and this will continue 
in the intervening years between censuses. 

OTHER ACTIVITIES 

In addition to its programs related to the col- 
lection, analysis and dissemination of data on 

crime and criminal justice, the Statistics Divi- 

sion has a number of other programs. 

DICTIONARY OF CRIMINAL JUSTICE TERMS 

Under the direction of the Division, a Dictionary 
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of Criminal Justice Terms is being prepared. This 
dictionary will provide for the first time, defi- 
nitions for criminal justice terms and concepts. 
This effort will involve isolating the various 
elements which taken together will reflect the 
meanings of a word or concept. For example, 
recidivist can have a number of different mean - 
ings. However, from a technical standpoint this 
is nót acceptable. One definition of a recidivist 
is a person who has been in contact with criminal 
justice system who subsequently commits a crime. 
This definition of course does not permit accurate 
measurement since there is no definitive way of 
ascertaining that a subsequent crime has been 
committed unless the offender is apprehended. A 
more common working definition and one frequently 
used by law enforcement is someone who has been 
arrested for a crime and is subsequently arrested 
again. Correctional people often refer to recidi- 
vist as one who has been released from the prison 
system and was subsequently convicted of another 
crime and returned to prison. There are a number 
of elements then which go into the possible mean- 
ing of the word: arrest, conviction, imprisonment, 
and others. The dictionary will select a preferred 
meaning, utilizing combinations of those elements. 

The dictionary will also provide the basis for the 
development of a standardized classification 
system for criminal justice statistics. There is 

a clear need for such a classification system. As 
the Division moves toward the Federal system, all 

states having statistics centers would report 
limited standardized information to the Division 
for comparative analysis and publication. 

DIRECTORY OF CRIMINAL JUSTICE AGENCIES 

The Division has also developed a directory of all 
criminal justice agencies. This directory, which 
is now available on computer tape, will be pub- 
lished as bound copy in fiscal 1972. The direc- 
tory will be constantly updated to provide a 
current listing of agencies in the justice system. 
Moreover, additional information is being built 
into the directory which will identify with more 
precision the types of agencies. For example, in- 
formation from our court survey will be coded into 
the directory so that we can look at courts by 

caseload, case mix, type of jurisdiction, etc. 

STATISTICS DATA BASE 

In order to derive maximum utilization of informa- 
tion collected by the Division and other statis- 
tical data relevant to criminal justice,. the Divi- 
sion is establishing a computerized statistical 
data base. A prototype of this data base will be 
operational by the beginning of Fiscal 1972. By 
the middle of the fiscal year, the entire system 
should be in place with terminal access to the 
data base in all of the State Planning Agencies, 
large metropolitan police agencies, state correc- 
tional agencies, schools of criminal justice, as 

well as in LEAA. The data base will contain in- 
formation from the decennial censuses, the Uniform 
Crime Reports, Survey of Employment and Expendi- 
tures in Criminal Justice and summaries of LEAA 
grants. As the statistics become available, the 
data base will be expanded to include information 



from the crime panel, and from the transaction 
statistics program. 

The bulk of the staff time in the Division is 
devoted to the design of surveys, monitoring their 
execution, the analysis of resulting data and the 
preparation of publications from the data. The 
Division also develops standards for state sta- 
tistical activities and provides technical 
assistance to the states. As the principal data 

collecting agency in criminal justice, the staff 

coordinates related statistical projects of other 
agencies. This coordinative function is of 
distinct advantage to the Statistics Division 
because it permits us to become aware of related 
projects and guide them in such a way that they 
will provide data of maximum utility to LEAA and 
the criminal justice community. 

For a description of methodology, see Dodge 
and Turner's paper "Methodological Foundations 
for Establishing. a National Survey of 
Victimization," this section. 

See "Victim Recall Pretest (Washington, 
D. C.)" and "Household Survey of Victims of Crime 
Second Pretest (Baltimore, Md.)." 

J See "The San Jose Methods Test of Known 
Crime Victims," LEAA Statistics Division, July 
1971. 

J A complete description of the program may 
be found in Wormeli and Kolodney's paper, 
"Computer- Linked Transactional Records for 

Criminal Justice Statistics. 



METHODOLOGICAL FOUNDATIONS FOR ESTABLISHING A NATIONAL SURVEY OF VICTIMIZATION 

Richard W. Dodge, U.S. Bureau of the Census 
Anthony G. Turner, Law Enforcement Assistance Administration 

One of the primary responsibilities of the 
Statistics Division of the Law Enforcement 
Assistance Administration is to provide timely 
statistical data on crime and its impact on 
society. Available statistics show counts of 
crimes which have been reported by citizens to 
the police and which the police, in turn, have 
reported in their statistics. However, evidence 
indicates a significant volume of crimes 
committed against citizens never become known to 
the police. In addition, administrative 
statistics cannot provide the demographic and 
socio-econemic framework which is essential to 
understanding the broader impact of crime. 

The Statistics Division of LEAA hopes to provide 
such data by establishing a National Crime 
Survey Panel which will be operated as a 
continuous national survey, administered by the 
Bureau of the Census to general probability 
samples of households, businesses, and 
institutions. 

The core questions of the Crime Panel will 
provide measures of the incidence of serious 
crime and the effect on its victims. Data 
available from the survey will include national 
estimates of the number of crime events, the 
number of victims, the economic cost of crimes, 
multiple victimizations, characteristics of 
offenders, and victim- offender relationships. 
These data will be published to display the 
socio- economic and demographic distribution of 
crimes and victims, as well as the geographic 
distribution - that is, national and regional 
data, and data for some of the very large cities 
and states. 

In its initial stages, for reasons to be 
described later in the paper, the Crime Panel 
will limit its focus to various forms of theft 
and interpersonal assauitive behavior. Later, 
as survey techniques are sufficiently developed 
and refined, we anticipate including the 
measurement of other types of crimes. 

In planning for a national survey to measure 
victim experiences, a host of methodological 
problems must be addressed, evaluated, and 
documented. Since early 1970, the Bureau of 
the Census has launched a broad series of pilot 
studies for LEAA to ascertain the feasibility 
of measuring the total incidence of major crimes 
through the use of survey techniques. 

Earlier attempts by other researchers were not 
only very promising in showing the analytical 
value of victim surveys, but they were 
invaluable as pioneering efforts from the stand- 
point of suggesting several methodological 
questions for Census and LEAA to address in their 
pilot tests. The only national survey ever 
undertaken was the National Opinion Research 
Center study of 1966. Criticism of this study 
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pointed up the need to conduct further research 
on the differences in the amount of crime as 
estimated from questionnaires where the 
respondent reports for himself and from ques- 
tionnaires where the respondent reports for 
others in the household. 

Other surveys conducted for the National Crime 
Commission during the -601s were localized 
rather than national in scope. These studies, 
too, were useful in suggesting methodological 
problem areas, such as: 

(1) What is the extent and nature of memory 
failure for victims of crime? 

(2) What is the optimum length of the reference 
period for recalling crimes? 

(3) What is the optimum mode of phrasing ques- 
tions to avoid legal jargon for the 
answering public, yet to elicit responses 
which can be properly coded according to 
established standards for purposes of 
categorizing crimes? 

This paper is devoted to a discussion of the 
methods tests conducted by Census and LEAA to 
focus on the aforementioned problem areas. In 
addition, we will also touch upon the topics of 
questionnaire format, use of telephone and mail 
survey techniques, and the use of business 
records to assess commercial victimization. 
Some of the results are presented, though a 
number of methodological inquiries are still in 
varying stages of completion and data for them 
are not yet available. 

Victim Recall. Telescoping and Other Technical 
Problems Addressed Through Reverse Record Check 
,Studies 

A crucial issue in planning for a national 
household survey of victimization is the ability 
of respondents to recall incidents of victimiza- 
tion befalling them or other household members. 
Thorough study of this problem, and the related 
subject of telescoping, is needed in order to 
establish the optimum reference period to be 
used in the survey. Cost considerations become 
a significant element in this determination 
when it is recognized that cutting the reference 
period in half, from 6 months to 3, for example, 
necessitates a doubling of the sample size to 
achieve the same degree of reliability. Sample 
size is an especially critical parameter in 
setting up a crime incident survey since most 
major crimes, such as rape, robbery, or 
aggravated assault, are statistically rare 
phenomena. The recall problem has been more 
thoroughly studied by LEAA and Census than any 
of the other methodological problems being 
considered here. The studies have taken the 
form of a series of reverse record checks with 
samples of known victims drawn from police- 



maintained offense records. To date, these 
tests have been conducted in Washington, D.C. 
(March 1970), Baltimore, Maryland (July 1970), 
and in San Jose, California (January 1971). The 

San Jose test took place at the same time as the 
Pilot Cities Victimization Survey, conducted in 
both San Jose and Dayton, Ohio, which was 
designed to gather data on crime incidents from 
a general population sample. 

There are certain difficulties in using police 
records as sources of samples. Only cases 
reported to the police are included. This 
leaves unstudied the large number of crimes 
which are not reported to the police and thus 
leaves unknown the degree to which recall 
problems for nonreported crimes differ from those 
that can be studied. A further problem in the 
use of police records involves sample selection. 
Our experience has been that although offense 
reports are public records, we have not been able 
to select a sample directly but have had to 
supply specifications to others. In general, the 

samples were quite satisfactory for our purposes, 
but errors in selection occurred which reduced 
the effective sample size. The most common of 
these were cases where the victim did not reside 
in the local metropolitan area or where the crime 
selected was directed against a commercial 
establishment or a person acting in a commercial 
capacity. 

Crime victims seem to be more elusive than the 
general population, especially victims of 
personal crimes, and we have had great difficul- 
ty in locating our respondents. Only through 
exhaustive interviewer efforts were we able to 
achieve response rates in the three tests to 
date varying from 63 to 69 percent. This, of 

course, is separate from the ability or willing- 
ness of respondents to report crimes of which 
they were the victims once they have been 
located. 

On the positive side, the advantages of using 
police records as a source for testing victim 
recall seem to us compelling. They provide a 
readily available sample of victims which, 
because victimization is a low incidence 
phenomenon, would be costly to identify in any 
other way. And, most importantly, they permit a 
direct comparison of a respondent report in a 
household interview situation, some time after 
the event, with the actual official report of 
the same event made when memory failure was at a 
minimum. Recognizing that the offense report is 
not the entire "truth" of the matter, it nonthe- 
less provides, at the very least, an anchor in 
time, not otherwise available, to which subse- 
quent reports can be compared with a high degree 
of confidence. 

The three pretests using samples of known victims 
had other purposes besides studying recall. The 
content of the questions, designed to screen for 
incidents, the order in which they were asked, 
and specific question wording were modified each 
time as a result of field experience. In 
Washington and Baltimore, victims of four major 
crimes were selected robbery, assault, burglary 
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and larceny. Cases of homicide and auto theft 
were not included because they are fairly well 
reported and not difficult to conceptualize. 
(In addition, victims of murder pose an obvious 
interviewing problem.) 

Questions on theft of automobiles and other 
motor vehicles were included although no such 
cases were sampled from the police records. 
This was done to distinguish motor vehicle theft 
from other kinds of larcenies. Rape was excluded 
from the first two tests because of the sensi- 
tivity of the issue. In San Jose, however, a 

sample of rape cases (one -half the size of the 

samples for the other crimes) was selected for 
interview. The screen questions that had been 
used previously to elicit reports of assaults 
were left essentially the same to see if they 

would elicit reports of rape. More explicit 
wording was rejected as not appropriate for a 

federal agency to use and likely to be offensive 
to respondents. 

In addition, revealed as a by- product of these 

tests was the problem of classification of 
crimes. Various inconsistencies were noted 

between the police classifications and those 

made as a result of the personal interviews. To 

some extent, these variations brought to light 

defects in the questionnaires which were subse- 
quently corrected. Nevertheless, in the great 

majority of cases, there was sufficient detail 
obtained in the interview to enable a match to 
be made to the corresponding offense report. 

The principal conclusions to emerge so far from 

these tests are these: 

a. If the objective is to determine whether ,a 

crime occurred, as opposed to placing it in 

a more accurate time frame, then a 12 -month 

reference period is as good as one of 6 
months. This should be qualified by mention- 
ing that two of these tests were anchored on 
the calendar year so that the furthest limit 
was one of the most salient of dates New 
Year's Day. The recall bias which derives 
from time telescoping can be largely 
corrected by providing interviewers with 
bounding information, that is, the record of 
incidents from the previous interview. The 

plans for the National Crime Panel contem- 
plate a substantial degree of overlap in 
sample addresses from one collection period 
to the next --in the neighborhood of 75-80 
percent. 

b. To the extent that it is desirable to place 
an incident in a specific time frame, great- 
er accuracy is obtained from a shorter 
reference period. Thus, a 6-month reference 
period is better than 12, and a 3 -month 
period is better than 6. As was mentioned 
earlier, cost constraints become increas- 
ingly important as the time reference is 

shortened. 

c. Beyond the ability to locate and interview 
respondents is the probability of the 
respondent's recalling a specific act of 



victimization, which was determined in these 
studies by matching a respondent report with 
an incident selected from police records. 
This probability was very high for crimes 
involving theft of property (80 to 85 
percent). With respect to personal crimes, 
robbery was well reported (75 percent and 
above), but rape and assault were less so 
(2/3 and 1/2, respectively). An important 
factor in the recall rates for cases of 
personal victimization is the relationship 
of the offender and victim. Recall rates 
vary directly with the nature of that rela- 
tionship; that is, when victim and offender 
are strangers, recall rates are high (75 
percent in San Jose). Acquaintance, and 
even more, kinship, result in lower report- 
ing rates, as low as 22 percent for relatives 
in San Jose. Since assaults are more likely 
to occur between people who are at least 
known to each other, if not related, we would 
expect recall rates for assaults to be low. 
Robberies, on the other hand, tend to occur 
between strangers (70 percent of the cases 
selected in San Jose) and thus, recall rates 
are correspondingly high. 

At the moment, our conclusion is, when con- 
sidered in connection with a continuing 
survey, that a 6month reference period is 
better than a 12-month period for producing 
calendar year data and for obtaining earlier 
and more timely results. With a 6month 
rolling reference period, some data could 
theoretically be available after 12 months - 
assuming bounded interviews --and the data 
would be "centered" 3 months ago. For a 
12-month reference period, 18 months would 
be required before data, comparably reliable, 
would be available and it would be centered 
6 months ago. As was mentioned above, the 
sample size for a -month reference period 
is twice that for a 12month period. 

It is to be expected that any statistics 
which purport to measure the incidence of 
crime would inevitably be compared with 
crimes known to and reported by the police, 
issued regularly in the FBI's Uniform Crime 

For the victim surveys, therefore, 
considerable effort has been expended in 
developing the instruments so that certain 
major crimes elicited can be classified in 
accordance with the definitions used DCR. 
This has been done in order to make compari- 
sons between 1CR and victim survey results 
.meaningful. On the other hand, it should be 
noted that tabulation plans call for pre- 
senting victim -event data in sufficient 
detail to permit analysts who so desire to 
describe crimes in ways which may depart 
from the constraints imposed by 
definitions. 

Successive improvements in the survey ques- 
tionnaires used in the three pretests have 
been made to the extent that we now feel our 
ability to classify crimes according to MR 
standards cannot likely be improved further. 
We feel that any remaining inconsistencies 

that may show up between police and survey 
classifications would be due largely to 
normal response errors, legal differences in 
the definitions of crime from one jurisdic- 
tion to another, and variable police 
practices in recording crimes. 

Screening for Incidents 

In designing survey instruments for the various 
pretests and for the regular surveys to follow, 
it was decided to screen for relevant inci- 
dents before obtaining details of of any one 
incident. This was based on some experiences 
from previous surveys and also from our a priori 
judgment that better results would be obtained 
by letting the respondent remain in the incident- 
centered context while a series of specific 
questions attempted to elicit reports of victim- 
ization. This procedure has a very practical 
aspect, as noted by Biderman and Reiss, in that 
it takes advantage of the respondent's interest 
and freshness to establish the general victim- 
ization profile before proceeding to the 

specifics. The procedure of obtaining complete 
information about each incident at the time it 
is first mentioned, runs the risk of boring or 
tiring the respondent who can easily "forget" to 
report additional incidents. The screening 
procedure as adopted also has the added advantage 
of informing the interviewer of the total victim- 
ization picture so that she may be better able 
to assist the respondent in disentangling the 
facts of two similar larceny incidents, for 
example. 

The content of the screening questionnaire 
itself poses crucial methodological problems. 
We have adopted what may be characterized as a 
"middle way" between a brief screen consisting 
of, say, one question concerned with each of the 
types of crimes in which we are interested and 
the alternative of compiling a lengthy list of 
very specific questions with which to bombard 
the respondent, explicitly mentioning a multi- 
tude of examples of the kinds of property that 
might have been stolen or the kinds of situations 
in which he might have been the victim of a 
personal crime. 

We feel that the current version of the screen, 
while subject to further improvement, is a 
satisfactory compromise which achieves a reason- 
able measure of completeness of coverage without 
losing the respondent's attention. After each 
pretest we have modified the screen questions in 
order to overcome defects that have become 
evident. In the most recent version of the 
questionnaire, we have added two "catch -all" 
questions to the end of the screen in a final 
effort to elicit incidents that the more specific 
questions have not brought out. These questions 
ask the respondent if he called the police to 
report something that happened to him which he 
thought was a crime, and, second, if anything 
else happened to him which he thought was a 
crime but did not report to the police. As would 
be expected, these questions resulted in many 
reports of crimes other than those which are the 
focus of our studies --for example, vandalism, 

113 



peeping toms, etc. --and also reports of non- 
crimes. However, they have also yielded 
descriptions of events which appear to qualify 
as one of the five major crimes. We use the 

word "appear" because the interviewer was asked 
to write as complete a description of the 
incident as possible, but did not fill a detailed 
incident report form. In a number of cases, the 
description of the event was too sketchy to 
permit conclusive determination of what kind of 
crime had occurred. 

In a nationwide experimental survey conducted in 
July 1971 and utilizing the Census Bureau's 
Quarterly Household Survey, interviewers were 
instructed to fill an incident report on each 
situation where the crime reported in the two 
catch -all questions seemed to qualify as one 
that should have been mentioned in response to 
one of the earlier screen questions. We do not, 
as yet, have any results from this modification 
in procedure, but we do have some evidence from 
the surveys conducted in January 1971, on the 

kinds of events reported in these two final 
screen questions. 

In the San Jose police sample, somewhat fewer 
than 3 percent of the successfully matched 
incidents were reported in the catch -all ques- 
tions. However, there were a number of other 
reports of one of the five crimes which did not 
match the selected sample cases. Larcenies and 
assaults were most frequently picked up as a 
result of these additional probes. A hand tally 
of responses to these questions in the Pilot 
Cities Surveys indicated that as many as 5 

percent of all incidents that qualified as one of 
the 5 crimes were reported in these two catch -all 
questions. 

Self - Respondent vs. Household Respondent 

Another methodological problem of significance 
in establishing a National Crime Panel is the 
choice of the respondent in a household. The 
most economical approach is to interview any 
responsible adult who is home when the inter- 
viewer calls- -which means that the respondent 
will more often than not be the housewife. This 
respondent would report for himself and all other 
eligible household members. For crimes where the 
entire household can be considered the victim 
(i.e., burglary, auto theft, etc.), this proce- 
dure may produce satisfactory results. However, 
for those crimes where a person is the victim, 
there is evidence from the surveys conducted for 
the President's Commission on Law Enforcement 
and Administration of Justice that the household 
respondent reports other household members less 
frequently as victims than he reports himself, 
even though these persons are more likely to be 
exposed to crimes of this kind. 

Interviewing all eligible household members 
individually is obviously a more expensive 
method. Less expensive would be the randomized 
pre -designation of household members based on 
household size. This has serious implications 
on the overall effective sample size, however, 
since for a fixed cost, it results in a sample 
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size which is about 40 percent as large as if 
all household members had been included through 
the use of a household respondent. The decision 
as to which method to use has to balance the 
cost of the designated respondent procedure 
against the bias implicit in the household 
respondent approach. 

A direct teat of this problem was built into the 
Pilot Cities Victimization Survey. The sample 
households were divided equally in advance into 
those where a household respondent would be 
asked to report for himself and all other house- 
hold members 16 years old and above; and those 
where each qualified household member would be 
interviewed individually. 

At this time, only preliminary results are 
available based on hand tallies of raw data which 
have not been edited or weighted to allow for 
oversampling in the poverty areas of both cities. 

It is not known what effect, if any, editing and 
weighting will have on this comparison. The raw 
data indicate that the self- respondent house- 
holds reported more incidents of crime than did 
those where the most available person responded 
for everyone. Although the interviewed house- 
holds were almost equally divided, the self - 
respondent households reported 57 percent of all 
crimes. In addition, there was a tendency for 
certain crimes to be more frequently reported by 
persons in self -respondent households than the 
relative totals for all incidents would lead one 
to suspect. Petty larceny and assault were the 
principal examples of this. We would conjecture 
that petty larcenies are the most easily forgot- 
ten of all these crimes, but are likely to be 
better reported when each household member is 
interviewed for himself, including the owner of 
the particular item that was stolen. Assaults, 

on the other hand, may not be "forgotten" so much 
as they may not always be known to other family 
members, because of embarrassment, or if they 
occurred between family members or friends may be 
edited out by the respondent. Whatever the 
reason, the involvement of all family members as 
respondents has a better chance of bringing out 
these reports, especially if the interviews are 
conducted separately. 

In contrast to petty larceny and assault, auto 
theft was reported at about the same rate, 
regardless of the interview method involved. 
However, it should be pointed out that even in 
those households where everyone eligible was 
personally interviewed, certain screening ques- 
tions were asked only once in the household --and 
were asked of the first person interviewed, the 
equivalent of the household respondent in the 
other procedure. The screen questions that were 
deemed to fall into the category of household 
crimes that were to be asked only once were those 
concerned with burglary, larceny of household 
goods left outside, and theft of a motor vehicle 
or part of a motor vehicle. We would expect, 
therefore, that no significant difference would 
occur in the reporting rate for these crimes 
between the two procedures. If differences 
should appear, as in some kinds of larcenies, 
they might be attributable to another household 



member volunteering such information during the 
course of the interview, having been reminded of 
a "household" crime during the course of the 
individual screen questions. Obviously, the 
distinction between household and individual 
crimes is somewhat arbitrary and respondents 
cannot be expected to sort their reality out as 
neatly as researchers would like. 

There is also a "fatigue" factor associated with 
the use of a household respondent who has to 
report for all household members. We have adopt 
ed the rule that once the household screen ques- 
tions have been asked, that the individual screen 
questions must be asked about each household 
member in turn. Many respondents, especially 
when there are a number of other eligible house- 
hold members, rapidly become conditioned and say 
sometbing to the effect that the answer "No" 
for everyone else, too. Interviewers find it 
difficult, under these circumstances, to follow 
the correct procedures and ask all questions, in 
turn, for each person especially if it risks 
antagonizing the respondent. And, even if they 
persist, it is likely that the respondent, hav- 
ing decided that the answers are all "No," will 
not be giving any further thought to the matter. 
Our feeling is that this is a compromise 
procedure and, although it annoys some respon- 
dents, it probably evokes further reports of 
victimization which we would otherwise miss 
altogether. (See Reference 3.) 

Age of Respondent 

A problem which we feel is related to the type 
of respondent is that of the appropriate 
minimum age. The surveys to date have used 
age 16 as the minimum age for which victim data 
are sought. Sixteen is the age now used to 
designate the lower end of the labor force. The 
decision as to what age is appropriate for the 
study of crime victims is, to some extent, 
arbitrary. Serious crimes can and do occur to 
younger people (robberies of newsboys, to cite 
a well known example). On the other hand, 
threats, fights, and other "events" that would 
qualify, at least at the field collection stage, 
as crimes are common occurrences for many youth. 
Are these "crimes" of sufficient significance to 
warrant increased costs in the field only to be 
subsequently winnowed out at the processing 
stage? 

To gain some insight into this problem, an 
experiment was conducted in five major cities in 
conjunction with the July 1971 Quarterly House- 
hold Survey of Victims of Crime. In New York, 
Chicago, Los Angeles, Detroit, and Washington, 
interviewers were instructed to obtain informa- 
tion for all household members years and 
above. Since all these interviews used a house- 
hold respondent, we have not studied the problems 
of interviewing these young people themselves. 
Nevertheless, we expect to accumulate a body of 
useful information on this age group which will 
have a bearing on the selection of the type of 
respondent for the National Crime Survey. 
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Mail Feasibility Test 

Mail as an alternate data collection technique 
offers obvious economies. If the expensive 
process of screening for instances of victim- 
ization could be conducted by mail, field costs 
could be cut drastically. Our assumption is 
that the details of reported incidents would 
then be collected by personal interviews. For 
the moment, at least, we feel that mail would 
not be appropriate as an initial contact, but 
could be utilized in a sample design that pro- 
vided for multiple interviews over time with 
persons residing at designated addresses. 

As previously noted, preparations for the 
inauguration of the National Crime Panel have 
included the use of the Census Bureauts 
Quarterly Household Survey as a vehicle for test- 
ing questionnaire design and for collecting 
preliminary national data. The sample design of 
the enabled to conduct a mail feasibility 
test to parallel with the personal interview 
survey in July 1971. The QHS sample is divided 
into six groups, each of which constitutes a 
national sample of approximately 3,000 occupied 
households. Each quarter a new group enters the 
sample and an old one completes its stay. The 
crime victim survey is being added to the QHS 
every six months. Thus, in the July 1971 survey, 
two -thirds of the addresses had been in sample 
for the previous survey in January. The other 
one - third, which had left the sample since 
January, was used for the mail test. 

A mail questionnaire was designed containing a 
letter from the Director of the Census Bureau on 
the front and the screening questions, plus a 
few demographic items, on the inside. These 
questionnaires were mailed to coincide with the 
start of the regular personal interviewing for 
the July QHS. In August, a sample of nonrespon- 
dents to the mailing phase was followed up in the 
field. At the same time, interviewers were to 
collect details of incidents reported on the mail 
screening questionnaire. For all addresses in 
the sample in January, interviewers were supplied 
with information as to their earlier report- - 
either a brief summary of any incidents reported, 
an indication that there were no incidents or 
that the household was not interviewed in January. 
One -half the households reporting incidents were 
designated for interview by personal visit, while 
the other half were to be obtained, insofar as 
possible, by telephone. 

A comparison of the incident reporting rates for 
the mail survey with those obtained by personal 
interviews will indicate whether or to what 
extent, mail can be used in collecting these 
kinds of data. The results of this experiment 
will be available sometime next spring. 

Commercial and Other Institutional Victimization 

In addition to the methods testing that has been 
going on in the household sector for crime 
measurement, some work has also been undertaken 
to assess the feasibility of using crime victim- 
ization surveys in commercial establishments and 



other institutions. 

In late spring of 1970 a commercial victimization 
pretest was conducted for LEAA by the Census 
Bureau. The survey took place in Cleveland and 
Akron, Ohio, with a general probability sample 
of about 500 business establishments. The 
methodology employed for the Cleveland -Akron 
test could be the subject of a paper in its 
own right. Briefly, however, the objectives 
were to determine the degree to which business- 
es keep written records of crime incidence and 
their losses due to crime, to test question- 
naire wording and format, and to examine 
alternative reference periods for recalling 
crimes. 

One of the findings of the Cleveland -Akron 
experiment indicates that it is not feasible 
to rely on existing written records maintained 
by businesses for estimating crime incidence. 
Only about half the businesses that were crime 
victims stated they kept written records of 
those crimes. Curiously, a higher proportion 
of non - victims stated they would keep records 
if victimized. 

Another significant methodological finding was 
that commercial establishments have very little 
documentation on the amount of inventory 
shrinkage due to employee theft or to shop- 
lifting, both of which are forms of larceny. 

The evidence on reference period matches the 
findings of other researchers as well as other 
Census -LEAA efforts, namely that proportionately 
more incidents are reported for a recent period 
than for a distant one; and more so than can 
reasonably be accounted for by seasonal 
fluctuation. Additional information on the 
problem of reference period will be available, 
however, from a carefully designed reverse 
record check study in Dayton, Ohio. This study 
used a sample of several hundred known commer- 
cial victims taken from police reports. These 
victims were subsequently followed up for 
personal interview. The results are being 
compiled and should be available before the end 
of 1971. 

Besides the commercial victimization methods 
tests, we have also conducted some research on 
record - keeping practices in governmental 
institutions and offices. There again, the 
findings indicate that except for public school 
systems, government organizations do not keep 
adequate records for survey uses. Another 
experiment is underway to test the feasibility 
of using a diary approach for recording crimes 
among a sample of government offices. 

Recommendations for Future Methods Tests 

In the course of working with the various test 
efforts to date, a number of methodological 
studies suggested themselves for the future. 
Some such studies might be undertaken prior to 
the establishment of the National Crime Panel, 
others in conjunction with the Panel, and still 
others independently of the Panel. Some of the 
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possible methods tests under consideration are 
as follows: 

(1) A test of the effects on reporting frequen- 
cies under varying reference periods (e.g., 
within the past 3 months, within the past 6 
months, within the past year), utilizing a 
general population sample with a multiple 
split -sample approach. 

(2) A test of whether the Warner randomized 
response technique is better than conven- 
tional questioning methods for eliciting 

reports of assaults (and perhaps rapes and 
robberies). 

(3) An experiment designed to compare the 
categories into which various police 
agencies would classify crimes on the basis 
of data elements determined from an inter- 
view survey. 

(4) A test of whether proxy - respondent reporting 
of crimes is different in amount and type 
from self - respondent reporting, utilizing a 

sample of known crimes from police files. 

(5) A test of whether the measure of change in 
crime incidence between two periods differs 
by type of respondent (self versus proxy). 

(6) Further exploratory work associated with the 
measurement problem of assessing the amount 
of certain types of commercial crime, such 
as employee theft, shoplifting, shipping 

fraud, embezzlement, vandalism, arson, and 
bomb damage. 

We end this progress report on a tentative note. 

That is to say, we feel we have made a beginning 

in studying the methodological foundations for 
establishing a recurring national crime panel, 

but in so doing, we recognize that much remains 
to be learned. 
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COMPUTER- LINKED TRANSACTIONAL RECORDS FOR CRIMINAL JUSTICE STATISTICS 

Steve E. Kolodney and Paul K. Wormeli 
Public Systems incorporated 

For years, national and state author- 
ities, commissions and hearings have rec- 
ognized the need for and generally agreed 
upon the goals of criminal justice sta- 
tistics systems. Studies and reports have 
focused both on the uses of such statis- 
tics and on the design features that 
would assure that these systems supply 
necessary criminal justice information. 

The President's Crime Commission Re- 
port of 1967 [ 1, p. 123] summed up a com- 
prehensive statement of user need by sta- 
ting: 

"Adequate statistical programs 
are of enormous importance. If 
a serious effort to control 
crime is to be made, a serious 
effort must be made to obtain 
the facts about crime." 

Likewise, the Science and Technology 
Task Force saw better information about 
crime and the criminal justice system as 
essential for both research and immediate 
operational improvements: 

"Information about the conse- 
quences of actions by the 
criminal justice system is 
essential for improving those 
actions" [2, p. 2 ]. 

Later work, notably the Repent on Na- 
Needs Justice Statis- 

by the Bureau of the Census in 
August 1968, and the be ¡one the 
Subcommittee on and Statistics, 
House of Representatives, March and May 
1969, endorsed the same general goals, 
and agreed that summary statistics from 
separate agencies cannot provide a basis 
for any detailed analysis. 

The major purposes of improved sta- 
tistics systems [3, p. 1-4 can be sum- 
marized as follows: 

Better statistics are needed to de- 
termine the impact of crime; to de- 
termine the effects of criminal jus- 
tice system policies and operations 
upon individual citizens and social 
groups, and to forecast the results 
of changes in penal policy or the re- 
definition of agency roles and respon- 
sibilities. 

Cost and effect data must be gene- 
rated in order to allocate resources 
to the most efficient existing tech- 
niques, procedures and programs; to 
provide comparable agencies or per- 
sonnel with standards of performance; 
to identify areas where increased ex- 
penditures will bring maximum bene- 
fits; and to ascertain that the use 
of the most basic criminal justice 
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resources, both legal and fiscal, is 
generally adjusted to social priori- 
ties. 

The directors of operations must also 
use statistical methods to predict 
agency workloads in relation to both 
crime incidence and internal system 
factors such as changes in arrest 
policies, criminal procedures, or 
sentencing policies. 

Varying portions of this planning, 
evaluation, and daily decision mak- 
ing information are needed by legis- 
lators and administrators at all 
levels of government. 

With so much agreement about goals 
and emphasis on the immediacy of these 
needs, can present criminal justice sta- 
tistics systems provide the necessary in- 
formation? Again, using the President's 
Crime Commission Task Force Report: Chime 
and Its Impact --An Assessment [4, pp. 190- 
199] to describe the state of the art: 

Police Statistics 

"The area of police statistics in this 
country is the area in which there is 
available the most highly developed 
reporting system --the Uniform Crime 
Reports prepared by the FBI with the 
cooperation of the International 
Association of Chiefs of Police. . . 

which is steadily increasing its cov- 
erage of arrest data. 

Prosecution Statistics 

". . statistics pertaining to this 
area of law enforcement activities 
are not available not only on a na- 
tional scale, but by and large, also 
not on a state or local level . . . 

after police report the arrests, a 
total statistical black out sets in 

Jail Statistics 

"In the sense of either their total 
absence or their extremely low level 
of development, jail statistics are 
unquestionably next to the prosecu- 
tion statistics . . . 

Judicial Statistics 

"There are no national judicial crimi- 
nal statistics in the United States . 

. . Their absence is responsible for 
a major portion of a most serious gap 
in the total picture of criminality 
which consists in the absence of any 
data on crime between arrest statis- 
tics and the statistics of offenders 
committed to state and federal penal 
and correctional institutions . . . 



Probation Statistics 

"There are no national probation sta- 
tistics in this country. . . Proba- 
tion. . .offers a special difficulty 
in developing national or even state- 
wide compilations, because the proba- 
tion departments are frequently at- 
tached to the individual courts and 
thus are not subject to statewide 
administration. . . 

Penal and Correctional Institution 
Statistics 

"This country has National Prisoners 
Statistics. . . There is, however, 
one serious weakness. . . That is, 
the existence of local variations in 
the policies governing which institu- 
tions are classified as State insti- 
tutions and which are treated as 
county or city jails or workhouses, 
etc., and also the policies concern- 
ing the kinds of sentences and the 
offenders to be sent to the State and 
local institutions. 

Parole Statistics 

"Presently there are no national pa- 
role statistics in this country. 
There is, however, a very promising 
effort to develop such a program. . ." 

This review of the status of criminal 
justice statistics highlights the incapa- 
cities of present systems; incapacities 
which are a direct result of our tradi- 
tional concepts of the administration of 
justice. 

Traditionally, local agencies have 
been tasked with the responsibility for 
defining crime and developing a response 
to it. Different approaches are exhibi- 
ted in the variety of administrative stru- 
ctures and policies that translate penal 
code and criminal procedures into actions, 
and that allocate funds to what is viewed 
as a serious crime or a serious offender. 

More importantly, the criminal jus- 
tice system is loosely structured and 
poorly defined: it is not a true system, 
but by law a set of systems with differ- 
ent aims and contradictory goals. The 
result is a network of agencies ill- suited 
to develop comparable or consistent sta- 
tistics on crime, processes or persons. 
The structural problems are compounded by 
the fact that agency officials do not in- 
clude statistical training in their back- 
grounds. Even now, when administrators 
are realizing the larger significance of 
their workload statistics, the ability to 
state criminal justice information re- 
quirements, design data systems, collect 
data, and interpret for diverse users is 
rare. 

Faced with the foregoing realities, 
Project SEARCH, a federally funded multi- 
state effort to develop a prototype com- 
puterized criminal justice information 
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system, set about accomplishing its 
second of two major objectives --to design 
and demonstrate a computerized statistics 
system based on an accounting of indivi- 
dual offenders proceeding through the 
criminal justice system. 

Sets of annual, single- agency process 
counts were immediately rejected as an 
adequate description of criminal justice 
activity. 

Under the direction of a Statistical 
Advisory Committee, a new approach was 
developed. This approach focuses on the 
individual person, whether suspect or of- 
fender, and traces his movement through 
the agencies of the criminal justice sys- 
tem. The individual is the thread that 
holds the system together, for he is the 
common element that all agencies process 
and it is his experience that describes 
criminal justice functioning. 

The approach, termed offender -based 
transaction statistics, loses none of the 
advantages of older systems because tra- 
ditional summary data can be produced by 
analyzing cross -sections of the longitu- 
dinal files. In addition, the design 
provides new kinds of information that 
are needed for uses ranging from daily 
decision - making to long -range planning. 

First, the passage of time is account- 
ed for. Speedy prosecution and judicial 
processing are required for justice and 
economy. The evaluation of penalty lev- 
els and correctional programs and the ef- 
fects of more or less punishment neces- 
sitates that time values be known. 

Second, the relationship of agencies 
to one another, particularly the inputs 
of agencies related to the output of 
agencies preceding them in sequence of 
criminal justice processing, is described. 
The consequent data on the "fall -out" of 
offenders as they move through the system 
presents a structure which can be used as 
a model to reveal underlying assumptions 
and to provide a vehicle for simulated 
experimentation and calculation of the 
consequences of proposed changes. 

Finally, multiple actions toward the 
same offender (the offender "recircula- 
tion") can be accounted for. This infor- 
mation has great implications regarding 
true arrest and conviction rates, and the 
extent to which prison input- output in- 
cludes recirculation of the same people. 

The basic concept was demonstrated by 
Project SEARCH in ten states which exper- 
imentally traced offenders step -by -step 
through the entire criminal justice pro- 
cess. Because of time and resource lim- 
its, an arbitrary group of 250 offenders 
arrested in 1968 was tracked in each 
state. Facts that were found scattered 
throughout the files of local police, 
county prosecutors, different levels of 
courts, and various state and local 



correctional agencies, were linked to 
show how each states' administration of 
criminal justice and adult criminal de- 
fendant processing could be analyzed. 

Information about the following four 
stages of offender -system interaction was 
collected: 

Stage 1 - Police Action 
Stage 2 - Lower Court (Pre- Felony 

Trial) Action 
Stage 3 - Felony Trial 
Stage 4 - Corrections Action 

The arresting agency gave Stage 1 
detail. The personal characteristics 
and criminal history of the individual 
were recorded, along with other informa- 
tion about the offense and the police 
disposition of the arrest. Defendants 
who remained in the system entered Stage 
2, where all data relating to lower court 
processing was secured. This included 
information on arraignments, hearings, 
and misdemeanor trials. Stage 3 describ- 
ed the processes and results of felony 
trials. Finally, for those who remained 
in the system, corrections action, Stage 
4 was recorded. 

The differences in the number of pos- 
sible routes within stages were allowed 
for. Police and felony trial actions 
normally occur in only one sequence, al- 
though the offender may exit at any point. 
In the lower court and corrections stages 
an offender can follow several different 
routes without exiting from the system 
stage. That is, one proceeding produces 
another proceeding, which may produce 
still another proceeding before the indi- 
vidual can exit; all of these "cycles" 
were recorded. 

Data elements were developed and data 
collection forms designed. To describe 
the project, explain data collection 
forms and define data elements, a data 
collection manual was compiled. The man- 
ual carefully defined the sample unit, 
the person- arrest, to assure that compar- 
able cases were tracked in each state. 

Upon execution of the experiment, 
technical shortcomings of present data 
collection structures became apparent: 

Data collection was irregular and 
incomplete, even within the limits 
of single agency annual workload 
concept. 

Stable offender identification 
codes were lacking and other 
information which would permit 
continuous tracking was also 
absent. 

The meaning of basic criminal 
justice terms were unstable 
across jurisdictions. 

The data collected by each of the 
participating states was processed 
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through a computer system. Tables were 
compiled separately for each state in the 
same analytical format. 

Computer software was developed to 
reduce process and analyze the informa- 
tion from offender -based records to de- 
monstrate the production of summary sta- 
tistics describing each level or stage in 
the criminal justice process. Exhibits 1 
through 3 are examples of the data content 
of this prototype system. 

Experience with this demonstration 
project has made it clear that useful 
criminal justice statistics cannot be de- 
veloped by linking the summary workload 
data collected by operating agencies. As 
management information is developed for 
particular segments of the system, how- 
ever, design of the state -level statis- 
tical systems must include methods of 
integrating these data subsystems. 

A number of guidelines for the organ- 
ization and operation of state statisti- 
cal systems were identified as a result 
of this experimental project. 

Some of the major requirements for 
sound data collection design are: 

Offenders must be traceable 
throughout their processing, 
generally by the assignment 
of a unique identification 
number. 

Offender characteristics re- 
quire careful definition and 
coding, and should not be re- 
peated at various process 
levels. 

Agency reporting which must be 
exhaustive and consistent should 
be reinforced through training 
and quality control procedures. 

All transaction reports must 
account for the passage of time 
and be reconcilable between 
agencies. 

From an organizational perspective, 
the ideal is a single agency in the 
state responsible for collection, analy- 
sis, interpretation, and dissemination 
of criminal justice statistics. The 
character and authority of the statisti- 
cal center is extremely important. It 
must be staffed with professionals empow- 
ered to determine basic data needs and 
interpretations. Most importantly, the 
director of the statistics center must 
possess statutory authority to require 
all persons or agencies dealing with 
crime or criminals to report all request- 
ed data in a specified form that guaran- 
tees completeness and uniform quality of 
response. Most of the desirable and nec- 
essary conditions appear in the Uniform 
Criminal Statistics Act which was drafted 
in 1946 by the National Conference of 



Commissioners on Uniform State Laws. 
The needs expressed in the Act have not 
changed in the 24 years since the model 
was published. 

The findings from the SEARCH proto- 
type statistical system experimentation 
led generally to the conclusion that 
this was the nature of the information 
required for the upgrading of state and 
national level statistical capability, 
and the next step should be taken to be- 
gin to create this capability. Conse- 
quently, the Law Enforcement Assistance 
Administration (LEAA) funded a first 
phase implementation effort involving 
five states: California, Florida, 
Michigan, Minnesota, and New Jersey. 

The primary objective of this effort 
is to begin this implementation on as 
nearly a statewide basis as possible. An 
important element of the current effort 
is the intention to provide each of these 
states with a state level capability for 
the collection and preparation of sta- 
tistical data of use to decision- makers 
within the state, and extract from the 
state systems the national level data 
required by LEAA and other federal 
agencies. 

This project is a beginning toward a 
national system for the collection and 
dissemination of criminal justice sta- 
tistics. The project is being coordin- 
ated by the State of California through 
the California Crime Technological Re- 
search Foundation. Public Systems inc. 
provides the technical staff for project 
coordination. Each state has a project 
coordinator. The Statistical Steering 
Committee for the project was appointed 
by the SEARCH Project Group to direct 
the project. 

From a technical standpoint, the ex- 
perience of the experiment originally 
conducted showed rather dramatically 
that a critical component of an ongoing 
national system is the establishment of 
routine methods for the collection of 
data from the various criminal justice 
agencies in such a way as to permit the 
linking of data on offenders as they pass 
from agency to agency. Although the post - 
facto collection of data for research 
purposes is certainly possible, it is far 
too costly for an ongoing statistical 
system. The main thrust, therefore, at 
this point in time is to establish the 
routine reporting techniques along with 
the quality control procedures needed to 
insure the accuracy of the data. 

One of the continual problems in this 
field has been the difficulty of deciding 
on data elements and data element coding 
which would be consistent across juris- 
dictional boundaries. It is likely that 
this will continue to be a problem, and 
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the present SEARCH effort is exploring 
ways to keep the flexibility required 
within jurisdictions and at the same 
time produce comparable national data. 
Because of these varying needs, the 
choice of data elements and coding is 
likely to vary and be changed consider- 
ably over time as more knowledge is ob- 
tained and more applications for the 
data are identified. 

A long -range goal of this effort is 
to create a consistent, though rather 
loosely defined, "transaction space," 
having the general dimensions of: (1) the 
agency involved, (2) the offender and his 
characteristics, (3) the criminal justice 
process involved, (4) the event and its 
associated characteristics. The purpose 
of having this transaction space is to 
enable both routine and one -time research 
questions to be asked along one or more 
of these dimensions, with the capability 
of linking all subsets of the transaction 
space. 

There is a fairly wide spread accep- 
tance of this conceptual approach. There 
are many differences of viewpoints and 
needs in actually defining this concept 
in sufficient detail to make it opera- 
tional. It should also be pointed out 
that the state of the art in data collec- 
tion and analysis in criminal justice 
lags far behind this conceptualization. 
For example, only last year the Bureau 
of Census attempted to count the number 
of jails in this country. Not being 
able to know even the number of agencies 
involved in criminal justice makes it 
somewhat difficult to structure the 
transaction space. 

If the present five -state implementa- 
tion effort succeeds, these states will 
begin to have available for their own use 
and for reporting to the National Statis- 
tics Center, the beginnings of a trans- 
action -based system. Hopefully, the 
calendar year 1972 will find the state of 
the art advanced by the routine operations 
of statistical centers in the states, 
producing data for improved decision - 
making in their own criminal justice sys- 
tems. The experience of these beginning 
states will provide considerable assis- 
tance to other states attempting to begin 
to create a useful statistical system. 
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(Not available from existing statistical systems) 
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a. Number of Arrests 

Not available from existing statistical systems) 

Arrests 
100 

I 

Released Felony Misdemeanor 
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Exhibit 1: Flow of Arrestees Through Criminal Justice System 
(Example for One State) 
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Exhibit 2: Time Lapse Between Filing and Disposition -- Felony Trial 

(Not available from existing statistical systems) 

COMPARISON OF OFFENDERS ENTERING 
CORRECTIONS RECEIVING AGENCY FROM FELONY TRIAL 

(PERCENT OF ARRESTEES) 

CORRECTIONS STATE A STATE B STATE C STATE D STATE E STATE F STATE G STATE H 
RECEIVING AGENCY (%) ( ( (8) (S) 

STATE INSTITUTION 4.1 1.8 6.0 16.7 37.7 19.9 13.4 10.5 

PROBATION AGENCY 4.6 19.2 5.5 6.6 16.6 17.2 7.4 

JAIL 6.6 1.8 36.8 13.9 1.1 4.2 12.1 

OTHER 1.7 

TOTAL 15.3 1.8 27.0 57.0 58.3 37.6 36.5 30.0 

Exhibit 3: Comparison of Offenders Entering Corrections Receiving Agency From Felony Trial 
(Percent of Arrestees) 
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DISCUSSION 

John P. Conrad, National Institute of Law Enforcement 
and Criminal Justice 

Social scientists have institutionalized a 

number of clichés about the decline of kinship 
in an industrial society. The values of clan 
and tribe have disintegrated; our bulwark against 
the storms of mass living is the nuclear family. 
I am reminded of these truths this afternoon 
because I now see the Law Enforcement Assistance 
Administration as a large tribe. My nuclear 
family is the National Institute of Law Enforce- 
ment and Criminal Justice; we have been hearing 
from the members of the family known as the 
National Criminal Justice Information and Statis- 
tics Service. We seem all to have been so busy 
that I have to come to a reunion like this to 
find out what my cousins have been up to. As we 
have heard, they have been planning and executing 
a statistical revolution. I am a fairly distant 
relative, but I take a sort of tribal pride in 
their accomplishments. 

For many years we have been listening to la- 
ments about the lack of criminal justice statis- 
tics. Indeed, I have contributed a lament or 
two of my own. We have heard today that dearth 
is to be replaced by plenitude. Perhaps it is 

ungracious to be uneasy about this prospect, but 
I have been complaining for so long that I must 
persist for a while longer. I hope my colleagues 
will not construe these comments as in any way 
constituting a deprecation of their efforts. 
Sociologists make part of their living from a 
natural and enduring dissatisfaction. 

Let me begin with an enormous question, one 
which no reasonable critic could have advanced 
before the refinement of statistical apparatus 
reached its present level of productivity. It 

runs like this: How Badly Does Who Need What 
Information For What Purpose and At What Time? 
All three of our speakers have discussed statis- 
tical programs which will produce unprecedented 
quantities of data about the volume of crime; 
the rates at which it increases or, please God, 
declines; its distribution in cities and census 
tracts; and the disposition of the criminals who 
commit it. To ask enormous question is not 
to imply an answer that huge masses of useless 
data are to be accumulated. Rather, it is to 
ask how are those who must administer these 
systems of the criminal justice systems to use 
this unprecedented bounty? 

I would like to demonstrate the signifi- 
cance of this question with a practical example 
drawn from experience unrelated to LEAA. 
Several years ago I was Chief of Research of the 
California Department of Corrections. This was 
in many ways a favored position. I was the bene- 
ficiary of the incomparable statistical zeal of 
Ronald Beattie, then and now the Chief of the 
California Bureau of Criminal Statistics. Using 
his data and those of our own statistics section, 
we used to conduct an annual audit of the 
decisions of the California Adult Authority, as 

that state's parole board is known. It was a 

solemn rite in which we addressed ourselves to 
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the impact of parole decisions on prison popula- 
tion, on recidivism and on correctional costs. 
We prepared carefully and communicated clearly- - 
or so we were told --and received the spellbound 
attention of the parole board members. One of 
the principal themes of our findings was that 
severe decision patterns had no apparent effect 
on recidivism but did, of course, force prison 
costs upward. I think our discussion was collab- 
orative and, in a sense, heuristic. Our data 

were not challenged and our inferences were not 
contested. Yet I don't think these reviews re- 
sulted in any changes one way or another. We 

might have said that they were an entertaining 
diversion for the parole board members except 
that they had unintended consequences. 

Eventually the legislature got wind of these 
findings. New legislation is now under conside- 
ration which will require the parole board to 
show cause when an inmate's sentence is to be 

extended beyond the minimum term. Our statistics 
provided finely tuned needle readings for a 
machine which lacked the capability of adjusting 
to them. The unexpected and undesired consequen- 
ce is the radical alteration of the machine by 
external direction. But what gauges should be 
installed on the new model? How should they be 

calibrated? And how can the new machine be fit- 
ted to adjust to feedback more or less auto- 
matically? 

This story illustrates my first point. We 

must bear in mind who it is who needs the data 
the statistician can supply and how he is going 
to use it. Administrators and statisticians 
must learn to collaborate. This state of affairs 
will not be easy to bring about. Last night we 
heard a distinguished statistician remind us that 
those who need help the most are the last to seek 
it. So it is in the criminal justice systems. 
Administrators are uneasy with figures and un- 
comfortable with the mysterious symbols and 

formulas of the statistician. They must learn to 
collaborate, and the statistician must be 
patient and respectful. There are exceptions. 
I have heard police chiefs say that they would 
not wish to work in a department which did not 
have first rate statistical service. They know 

how desperately they need data for the decisions 
they must make about the deployment of their 
undermanned forces, and to know their effective- 
ness in planning and budgeting. I have also 
heard police chiefs say that they see no point 
at all in statistics of any kind; money spent on 
statisticians would be better spent on more cops 

on the streets. Mr. Kolodney has noted that 
judges take a negligible interest in statistics 
and there are few signs that this apathy is 

changing. Correctional administrators have been 

exposed to statistics for longer than any of 
their counterparts, but methods for using 
correctional data effectively are far from 
standardization. 

In the collaboration for which I have been 



pleading, we need a joint consideration by stat- 
istician and administrator of the specific ques- 
tions on which the administrator needs light and 
of the power of statistics to shed that light. 
Who needs information? The administrator needs 
it, for one, but often he doesn't know it. The 
statistician must educate him by the dialectic 
of choices, not by presenting him with what the 
statistician thinks he needs and can most easily 
furnish him. 

My second issue concerns the costs of crime. 
I am delighted to hear from Mr. Hall that we are 
to learn something substantial about this sub- 
ject. I suppose most researchers in criminal 

justice have been subjected to disconcerting 
enquiries in this murky area. Most of us have 
to plead guilty to having contrived some sort 
of estimate to cope with importunities which 
could not be rejected. The resulting volume of 
misinformation is only beginning to be appre- 
ciated. The recent article by Max Singer in 

Public Interest concerning the persistence of 
mythical data in the assessment of the impact of 
narcotics on crime is one outstanding example. 
Any review of the speculative numbers related 
to organized crime will uncover another mine of 
misinformation. These distortions are not harm- 
less; we can be sure that they have an unhealthy 
impact on our national priorities in acting for 
crime control. Nearly always they over -simplify 
extremely complicated problems. 

What is needed is not so much the aggregated 
costs of all crime as the accurate costing of 
some kinds of crimes. If we had accurate know- 
ledge of the volume and cost of drug -related 
property crimes we could plan our anti -robbery 
and anti -burglary efforts much more intelligent- 
ly. The general public needs information about 
the costs of crime and the costs of reducing it 
so that it can vote its priorities with its eye 
open. The costs of crime control are going to 
rise along with the costs of other public serv- 
ices. Taxpayers should have factual rather than 
mythical guidance on the values to be obtained 
by increasing investments in crime control. They 
should have a fair idea as to whether the cost 
of crime will be a reduced burden if the invest- 
ment in crime control is increased. 

Third, I want to touch on Turner's thought - 
provoking discussion of the difficulties and 
methodological choices which must be borne in 
mind in devising victimization studies. In a 

study which our Institute is sponsoring, we are 
discovering that victimization and the fear of 
crime are not nearly as well correlated as we 
might have thought, at least in Philadelphia 
where the study is under way. There are, how- 
ever, indications that the fear of 
crime is closely correlated to the numbers of 
delinquents residing in the neighborhood studied. 
Where the fear of crime is most intense --in some 
cases amounting to a fear of being on the streets 
in broad daylight- -the incidence of delinquents 
seems to be highest even though the resident 
delinquents are not victimizing théir neighbors. 
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I don't know'what these preliminary results 
mean, but I think they already demonstrate the 
need for designing victimization surveys in 
forms which permit us to relate the data 
collected to other parameters. We need to con- 
sider not only the essentially criminological 
variables but also housing, public health, levet 
of public assistance and a whole gamut of the 
gauges of urban strain. 

The plan for a National Crime Panel des- 
cribed by Mr. Hall will delight criminological 
researchers throughout the nation. We need the 

reports on prisons, jails, probation and parole 
which are promised us, and we need them yester- 
day or more accurately several decades ago. I 

am concerned that these reports should tell us 

what we need to know. The United States is a 

nation of compulsive consumers of statistics, 
as any sports page can tell us. We will absorb 
and consider and even memorize statistics of no 
conceivable relevance to anything of practical 
moment. I am sure that we will happily digest 
reports which authoritatively tell us how many 
prisoners per 100,000 population each state has, 
and, state by state, how many probationers per 
probation officer. We really ought to know 
these things, even though it's hard to see how 
that knowledge contributes to a solution of real 
life problems. What we really need is informa- 
tion which can link decisions to actions to con- 

sequences in a chain which can be tested by data. 
Such a chain calls for enumeration of programs 
and program consequences. If this sort of in- 
formation can emerge from the National Crime 
Panel, we will have the statistical foundation 
for wise national policy making and effective 
local decision -making. And in that kind of out- 
come we can discern the most valuable service 
of the statistical community to the nation. 



DIMENSIONS OF HOUSEHOLD FERTILITY: AN ECONOMIC ANALYSIS 

Robert T. Michael, UCLA and NBER* 

The study of population has had a long tra- 
dition in economics dating at least from the time 
of Thomas Malthus. Yet until quite recently very 
little attempt was made to apply the current tools 
of economic analysis to the area of human fertil- 
ity. Gary Becker's paperl delivered in 1958 
marked the beginning of a serious attempt to ren- 
der fertility behavior comprehensible in the con- 
text of an economic framework where households 
exercise volition over their family size. Cur- 
rently a number of economists are engaged in re- 
search in this area, perhaps partly in response to 
the current national interest in population growth 
and its relation to our environment;2 but partly, 
too, because the analysis of fertility is an ex- 
cellent application of recent advances in the 
theory of household decision making.3 

The purpose of the present paper is to 
summarize some of the information available from 
the NBER- Census Bureau's Consumer Anticipation 
Survey (CAS)4 on economic factors related to di- 
mensions of household fertility behavior. The 
paper first sketches the broad outlines of the 
analytical framework currently being applied to 
household decision making with respect to fertil- 
ity. It then discusses some of the implications 
of this theory and relates them to empirical find- 
ings from the CAS data. The fertility dimensions 
considered are (1) the number of children in the 
household; (2) the age interval in which the wife 
engages in childbearing; (3) the spacing interval 
between children; and (4) the expected education- 
al attainment of the children. The empirical re- 
sults are indicated in cross -tabulations by age, 
education, income and number of children (where 
appropriate) and in multiple regressions with 
three to five explanatory economic variables. 

The dimension of fertility behavior most 
extensively analyzed by economists is the house- 
hold's completed fertility. Very little work has 
been done, by contrast, on the spacing of chil- 
dren. So this paper in part tests relatively 
well established hypotheses, while with respect to 

some other aspects of fertility it is essentially 
descriptive. It approaches the household's fer- 
tility behavior from the perspective of a single - 
equation model instead of in the context of a 
model which emphasizes interdependencies related 
to fertility decisions.5 

The Analytical Framework 

The broad outlines of an economic analysis 

of fertility may be summarized as follows.6 The 

household is the decision making unit which at- 

tempts to maximize an objective function subject 
to constraints on its available resources and on 
its capacity to convert these resources into the 
arguments of its objective function. The house- 
hold is analogous to a small multi -product firm. 
It is endowed with time, a rate of conversion of 
time into money (a wage rate), and perhaps non- 
human wealth which yields property income,l It 

converts these resources into "commodities" 
through production functions. These commodities 
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are the arguments in its utility function. 
Assume one of these commodities to be 

"childservices," defined as a quality adjusted 
flow of services from children. The household 
produces childservices by spending time and money 
maintaining the child and effecting the child's 

quality. A given level of childservices can be 
produced from various combinations of number and 

quality of children. Economic theory suggests 
that the factors which might affect the house- 
hold's demand for childservices include income 

and relative prices. 
Since the production of childservices uses 

the household's own time as well as purchased 
goods and services, the opportunity cost of time 
becomes an important determinant of relative 
prices and hence of demand. It is usually as- 
sumed that the production of childservices is 
relative intensive in the wife's time. So the 

relative price of childservices is positively re- 

lated to the opportunity cost of the wife's time. 
It is also generally assumed that the production 
of childservices uses relatively little of the 
husband's time, so the relative price of child- 
services is negatively related to his opportunity 
cost of time. In the cross -section, market 

prices of goods and services are assumed to be 

the same for all households. So differences in 
relative prices of commodities across households 

are determined by relative time intensities and 

differences in the opportunity cost of time. 
Since the opportunity cost of time is in- 

tegrally related to earnings, the effects of in- 

come on demand for childservices depend criti- 

cally upon the source of the income.8 Failure to 

contend with subtle changes in relative prices 
which accompany changes in income probably ac- 

counts for the widely different estimates of the 
effect of income on the demand for children in 

the literature. A final economic variable which 
may affect both relative prices and real income 
is the level of "technology" utilized in house- 
hold production. Increases in the couple's level 
of education may raise the household's commodity 
output per unit of input and thereby raise its 

real wealth; if education affects productivity 
differently across commodities, relative prices 
will also be affected.9 

Since it is not assumed that childservices 

are proportional to the household's stock of chil- 
dren across households, the implications with re- 

spect to childservices do not directly apply to 

the household's derived demand for children. In- 

deed substitution between number of children and 
quality of children is one of the most interest- 

ing, albeit difficult, aspects of this framework. 

To obtain implications related to the number of 
children, assume that their production is rela- 
tively intensive in the wife's time. Then in- 
creases in her opportunity cost of time raise the 
relative price of children as well as the rela- 
tive price of childservices. So through substi- 
tution in production and substitution in consump- 
tion, the theory implies a negative relationship 
between her time value and the household's demand 



for children. 
If we assume the husband's time is used 

relatively more extensively in the production of 
child quality, increases in his time value, hold- 
ing income fixed, induce substitution toward quan- 
tity of children and away from higher quality 
children, while through substitution in consump- 
tion the demand for childservices rises. So the 
model predicts a positive effect of his time 
value on quantity of children and the effect on 

quality of children depends upon the strength of 
the effects of substitution in production (away 
from quality) and in consumption (toward more 
childservices and therefore toward higher qual- 
ity). Increases in income which are not related 
to the value of time may still affect the rela- 
tive price of quantity to quality if expenditures 
on quality are complementary with expenditures on 
"luxuries. "10 So without additional restrictive 
assumptions the predictions about the direction 
of effect of income on the derived demand for 
children are ambiguous. 

The effect of the couple's education level 
on the relative price of quantity to quality op- 
erates through its effects on relative proficien- 
cies of producing quantity of children and qual- 
ity of children. With respect to quantity the 
dominant effect is presumed to be through con- 
traceptive efficiency. Expenditures of time and 
money on contraception are made to prevent the 
acquisition of additional children. The higher 
the costs of contraception (for any given level 
of exposure to the risk of pregnancy) the lower 
the cost of acquiring an additional child. Said 
differently, the more it costs to avoid having a 
child the greater the economic incentive to have 
the child. Therefore if increases in education 
lower the expenditure on contraception necessary 

to achieve any given level of risk of pregnancy, 

increases in education will, in effect, raise the 
shadow price of having children.11 This will in- 
duce a shift in the production of childservices 
toward fewer, higher quality children. 

Likewise, if increases in education have a 
disproportionate, positive effect on the couple's 
capacity to produce quality in children, this too 
will raise the relative price of quantity to qual- 
ity. This latter effect is difficult to substan- 
tiate directly without more definitive work on the 
characteristics of "quality" in children. If we 
assume "quality" to be positively monotonically 
related to the child's ultimate level of school- 
ing, the hypothesis could then be more explicit: 
the higher the couple's education level the 
greater the marginal product of the couple's time 
spent with the child on the child's ultimate 
schooling level. 

The previous paragraphs set out a concep- 
tual framework in which the effects of changes in 
economic factors on the household's demand for 
childservices and derived demand for children and 
their quality have been analyzed. In some cases 
unambiguous predictions about the direction of 
effects have been made; in other instances oppos- 
ing influences are identified. The focus has 
been upon the demand for number of children or 
quality of children while the empirical results 
also look at the timing and spacing of children. 
The framework discussed here will be of use in in- 
terpreting these latter results as well. 

127 

Household Fertility Patterns from the CAS Data 

The household's fertility behavior was not 
a primary concern of the Consumer Anticipation 
Survey. Yet in the context of a model which 
views children as a consumer durable, the present 
analysis seems to fit comfortably with this sur- 
vey which does emphasize the ownership and acqui- 
sition of durable goods. Since the survey ob- 
tained information on only the children under the 
age of twenty -two, the empirical analysis is re- 
stricted to households in which the wife is under 
the age of 40. It is further limited to husband - 
wife families in which the husband was not self - 
employed and was working at a full -time job for 
50 -52 weeks in 1967. The sample of 1711 house- 
holds (from the approximately 4600 observations 
in the first wave of the survey conducted in May 
1968) is a relatively high income, well educated 
group of suburban families. The means (and stand- 
ard deviations) of key variables from the sample 
are indicated in the accompanying table. 

Summary Statistics, Sample of 1711 Households 

Consumer Anticipation Survey 

variable mean (standard 
deviation) 

(5.65) 

(4.71) 

(2.34) 

(2.06) 

($2.14) 

($6207.) 

(1.34) 

Age of husband 34.9 
Age of wife 31.8 
Education of husband 15.4 
Education of wife 13.9 
Wage rate of husband $5.73 
Income of husband* $16,455. 

Number of children 2.44 

*The "income of husband" variable used throughout 
this paper is age adjusted. The husband's ob- 
served full -time current income (not earnings) is 

used to project to age 40 his full -time income 

(a) The Quality of Children 

The CAS data contain information on the 
number of children in the household (under the 
age of 22) rather than the more frequently used 
variable, the number of children ever born to the 
woman. In a vast majority of cases the two vari- 
ables will be the same although discrepancies may 
exist as a result of infant or child mortality, 
children from previous marriages, adoptions and 
children over the age of twenty- two.12 

Table 1 indicates the average number of 
children in the household at specified age inter- 
vals for couples who indicated their fertility 
was completed.13 Panel A reflects a negative re- 
lationship between the wife's education level and 
the number of children. Unless the youngest co- 
hort in this table experiences an appreciably re- 
duced completed fertility the table suggests that 
several of those who indicate their fertility 
completed will in fact have additional children 
in the future. Panels B and C suggest that the 
effect of the wife's education remains negative 
when either the husband's income or his education 
level is held constant. Since the opportunity 
cost of her time is positively related to the 
wife's education level, this negative relation- 
ship is consistent with the model's prediction. 
The partial effect of income in Panel B appears 
to be positive while the husband's education 
level (Panel C) has no clear systematic effect 



when the wife's education is held constant. 
Multiple regressions within age groups are 

shown in Table 2. Again the wife's education has 
a negative partial effect on the number of chil- 
dren although it is statistically significant 
only at the higher age interval. The husband's 
wage rate has a positive effect on the number of 
children as predicted. The income variable also 
has a positive coefficient although its t -value 
is about 1.75 for both age groups. When both the 
husband's wage rate and age -adjusted income are 
included, the coefficients are positive for each 
in both age groups but neither exhibits statisti- 
cal significance.14 For the women aged 35 -39 the 
regression which includes the income variable im- 
plies an income elasticity at the point of means 
of .086 which is not unlike other estimates in 
the literature. But when the husband's wage is 
held constant the implied elasticity falls to 
.058 and the income coefficient's t -value is 
0.68. So in studies where a positive and statis- 
tically significant income elasticity is observed, 
if the husband's opportunity cost of time is not 
held constant, the observed income elasticity may 
simply reflect this substitution effect. 

The effect of the husband's education 
level on the number of children in these regres- 
sion is consistently negative although not sta- 
tistically significant. The two education vari- 
ables reflect the partial effects of increases in 
each separately. An alternative interpretation 
rests on the result from human capital theory 
that absolute differences in education levels are 
proportionate to relative differences in full - 
time earnings.15 The coefficient on the wife's 
education level reflects an increase in the dif- 
ference between her education level and her hus- 
band's, so it reflects the effect of an increase 
in her relative earning -power (or the opportunity 
cost of time). Summing the coefficients on the 
wife's education and husband's education reflects 
an increase in their education level holding her 
relative time value fixed.16 Since his wage rate 
is also held constant in the regression the sum 
of the two coefficients is interpreted as the 
effect of education through nonmarket productiv- 
ity. It is negative and statistically signifi- 
cant in the four regressions in Table 2.17 

The third regression in Table 2 indicates 
that an increase in the wife's relative time val- 
ue lowers the couples fertility (one more year of 
schooling lowers fertility by six -hundredths of a 
child on the average). An increase in the cou- 
ple's level of education holding their market 
time value constant lowers fertility (one more 
year of schooling lowers fertility by seven -hun- 
dredths of a child). Increases in the husband's 
wage rate raise fertility (a dollar increase in 
his hourly wage rate raises fertility by four - 
hundredths of a child). So these results closely 
conform to the implications from the theoretical 
model. The magnitude of the effects though is 

small -- the residual variation is only slightly 
reduced and the slope coefficients are quite low. 

Economic theory predicts the direction of effects 
of factors which influence relative prices and 
real wealth but does not imply that these effects 
will dominate at the individual household level. 
Yet small effects if systematic and predictable 
may be relatively important to an understanding 
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of aggregate behavior across cities, regions, or 
nations or over periods of time, since in the ag- 

gregate many of the individual idiosyncrasies 
which pervade micro data sets will cancel out. 

(b) The Timing of Children 

The timing and spacing of children are di- 
mensions of fertility which have not received 
much attention by economists. The theory dis- 
cussed above focuses on the household's demand 
for a stock of children and does not directly 
yield implications regarding the optimal age in- 

terval for the production of children or the op- 
timal spacing of a given stock of children. 
These factors are of more than passing interest 
however since for a given number of children, 
changes in the average age at which childbearing 
takes place can have an appreciable effect on the 
long run rate of population growth through its 
effect on the length of a generation. 

This paper does not develop a theory of 
the timing of childbearing although the household 
production function model would seem a logical 
framework for such a theory. Instead the same 
economic variables used in the previous section 

are again considered in looking at evidence re- 

lated to the age at which childbearing began and 
the probability of additional children at speci- 
fied age intervals. 

Tables 3 and 4 deal with the age of the 
oldest child in the household. For age specific 

groups, an increase in the age of the oldest 

child reflects an equal decrease in the age at 
which childbearing began.18 So the very consist- 

ent negative relationship between the wife's edu- 

cation level and the mean age of the oldest child 
suggests that more educated women begin their 
childbearing at a later age. Table 3 also indi- 

cates that they do so when the husband's income 

level or the number of children in the family is 
held constant as well. The strong negative ef- 

fect of the wife's education on the age of her 

oldest child (with the wife's age given) is again 

seen in the regressions in Table 4 which hold con- 

stant several other variables as indicated. (The 

slope coefficient suggests that an extra year of 

schooling for the wife postpones the first child 

by about one -half a year). The regression also 

indicates that the higher the education level of 

the husband the later childbearing begins and the 

effect of increases in the husband's wage rate is 

to lower the wife's age at the first birth. 

Despite the strong statistical relation- 

ship indicated in these two tables it is not sug- 

gested that the increase in education induced the 

woman to choose to begin her childbearing later. 

Instead, both acquiring formal education and 

raising children are presumably relatively time 

intensive activities. So while engaged in educa- 

tion, the woman's time value is relatively high 

which effectively precludes her simultaneously 

choosing to engage in childbearing. Thus the re- 

sults probably reflect the sequential nature of 

the optimal strategy for acquiring education and 

children. Whether the possession of human capital 

has any independent effect on the age at which 

childbearing commences is not clear.19 
In addition to looking at the age at which 

childbearing begins, the CAS data also permit us 

to look at the termination of the childbearing 



period. The variable is the household's own esti- 
mate of its chances of acquiring additional chil- 
dren within the next three years. The presump- 
tion is that differences in the household's expec- 
tations about its future fertility convey some in- 
formation about its ultimate fertility behavior.20 
More certainly, the responses convey information 
about the couple's intentions, ex ante. 

Tables 5 and 6 suggest that (holding her 
age constant) below age 35, increases in the 
wife's education raise the probability of addi- 
tional births in the next few years, ceteris pari- 
bus. The effect is no longer present at the age 
interval 35 -39 years, where the slope coefficient 
in the regression is in fact negative. These re- 
sults along with the information in Tables 3 and 
4 are consistent with the more educated woman be- 
ginning her childbearing at a later age; being 
more likely to have another child within any 
given short interval of time (i.e. three years) 
from the end of her schooling to, say, age 35; 
and ending her childbearing no later than her 
less educated counterpart. That is, the more ed- 
ucated woman may begin childbearing later, space 
her children closer together and end her child- 
bearing at least no later than less educated 
women. The following section discusses the spac- 
ing of children more directly. 

(c) The Spacing of Children 

Child rearing is presumed to be relatively 
time intensive in the wife's time. So the higher 
the opportunity cost of her time the greater the 
incentive to compress the time interval in which 
childbearing takes place, in order to economize 
on the use of the wife's time. Not only does the 
wife forego other uses of her time during the 
period she spends with her children, she may also 
be disinvesting in her own marketable human capi- 
tal. If so the more educated woman has an added 
economic incentive to concentrate her childbear- 
ing in a relatively short period of time. 

Improvements in contraceptive efficiency 
may also shorten the time interval of childbear- 
ing. With only moderately effective contraception 
the couple may postpone births to achieve a 
smaller total family size.21 But as contraceptive 
efficiency improves, the incentive to postpone for 
this purpose is reduced. So if the couple's con- 
traceptive efficiency is positively related to its 
level of education, as hypothesized above, then 
aside from effects through the value of time and 
depreciation of human capital, the more educated 
may be expected to space their children closer 
together. 

Tables 7 and 8 suggest that more educated 
women do in fact space their children closer to- 
gether. For women aged 35 -39 with three chil- 
dren, those with four or more years of college 
space their children about one -half a year closer 
together on the average than women with no col- 
lege; for the women with four children the aver- 
age difference is about two years. The regres- 
sions in Table 8 are run across households with 
the same number of children and the effect of the 
wife's education is negative though somewhat er- 
ratic. Other things held constant the effect of 
the husband's education is also seen to be nega- 
tive as predicted although the coefficients do 
not exhibit much stability in this table. 
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Table 9 indicates the absolute and rela- 
tive variation in the spacing of children within 
the household. The absolute variation is the 
standard deviation of the time intervals between 
successive children in the household. The rela- 
tive variation in this standard deviation divided 
by the average spacing of the household's chil- 
dren. For the three columns in Table 9 in which 
all three cells have at least thirty observations, 
the figures imply that as the wife's education 
rises the variation in the spacing of children 
declines.22 That is, more educated women tend to 
space their children more evenly. This may be 
related to contraceptive efficiency if outlying 
observations reflect contraceptive failures. 

(d) The Quality of Children 

The theory emphasized the possibility of 
substituting between quantity of children and 
quality of children in meeting the household's 
demand for childservices. It was indicated that 
the relative price of number of children to qual- 
ity of children is, under the assumptions of the 
model, positively related to the wife's opportun- 

ity cost of time, to the education level of the 

husband (through technological effects which lower 
the cost of contraception and lower the cost of 
quality production) and to the household's income 
level (if luxuries are complementary with direct 
expenditures on quality of children). The rela- 
tive price is negatively related to the husband's 
opportunity cost of time (if quality production 
is more time intensive in his time). So holding 
the household's demand for childservices fixed 
the theory implies a shift toward quality as the 
wife's opportunity cost, the couple's education 
level, and income rise and as the husband's oppor- 
tunity cost of time falls. 

The difficulty in testing these predicted 
effects is in holding the demand for childservices 
constant. Without this, one observes that the net 
effect of substitution in production between qual- 
ity and quantity and substitution in consumption 
toward or away from childservices as discussed 
above in an earlier section. In the case of the 
husband's time value, for example, the former im- 
plies a negative effect on quality of children 
while substitution in consumption implies a posi- 
tive effect. Only in the case of income, with 
the income elasticity of childservices positive, 
do these two effects move in the same direction 
yielding an unambiguous prediction of a positive 
effect on quality of children. What can be deter- 
mined from the empirical results, then, is whether 
the substitution in production or consumption ap- 
pears to dominate. 

Table 10 suggests that the effect of the 
wife's education on the quality of children -- 
measured by the level of education the couple ex- 
pects its oldest child to attain23 -- is positive. 
The effect persists when the household's income or 
the number of children is held constant. Income 
itself appears to have a positive effect on the 
child's education, ceteris paribus. If one looks 
at only those cells in Panel B with at least 
thirty observations, there appears to be an errat- 
ic but negative relationship between the number 
and education level of children. 

In the regressions in Table 11, in most 
cases the direction of effects of the four vari- 



ables, although not statistically significant, 
are consistent with the predicted effects through 
substitution in production between quantity and 
quality of children. The wife's relative educa- 
tion level, the couple's education and the hus- 
band's income appear to raise the child's educa- 
tion level. The effect of the husband's wage is 
less clear. On the whole these regressions seem 

to suggest that the substitution between quantity 
and quality is of greater magnitude than the sub- 
stitution between commodities toward or away from 

childservices. 
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comparison was possible about 5 per cent indi- 
cated having had a greater number of children 
than the number currently in their household. In 

half of these cases the oldest child listed was 

below the age of 12 and for these it would seem 
more likely that the discrepancy resulted from a 
child death than a child over the age of 22. It 

was also found that in about 1 per cent of the 

cases the number of children in the household 

exceeded the number ever born. This could result 

from adoptions, children born of a previous mar- 
riage by the husband or, of course, tabulation 



error. Some of these issues could be resolved if 
information were available on the age at marriage 
or the existence of previous marriages but neither 
was available in the CAS data. 
13Couples 

were asked "Do you think you are likely 
to have one or more (additional) children at some 
time in the future ?" Only those who answered "No" 
are designated as having completed fertility. 
While the usual practice is to consider women of 
a given age as having completed their fertility, 
the responses to this question reveal that about 
14 per cent of the women 35 -39 did not consider 
their family size completed. 
14The 

simple correlation between the two variables 
is .825 and .847 in the two age subsets so the 
problem of multicollinearity may explain the rela- 
tively high standard errors. A more adequate test 
of the implication that the husband's price of 
time and the household's income have separate, 
distinct effects on fertility could be made using 
non -earnings income although even then the value 
of nonmarket time is affected by the amount of 
market purchases with which the time is employed. 
150ne 

of the fundamental equations in human capi- 
tal theory states 

lnYsa 1n Yo 
where Y is income, r is the rate of return to 
years of schooling, S is the number of years of 
schooling and the subscript designates the number 
of years of schooling. (See Gary S. Becker, Eco- 
nomic Theory, A.A. Knopf, 1971, p. 180.) So for 
the wife (w) and her husband (h), assuming = 
Yoh and both have the same rate of return: 

In r (S - Sh) . 

16If 
the two terms in the regression should rep- 

resent the wife's relative time value and the hus- 
band's education level: 

b1(Sw - + cl (Sh) 

and the regression run includes instead: 
b2(Sw) + C2(Sh) 

then the relevant coefficients are estimated as 
bi b2 and cl = c2 + b2. 
17The 

values for the four regressions in Table 2 
are: -.075 (.034) and -.078 (.035) for the re- 
gressions on women age 30 -34 and -.072 (.028) and 
-.074 (.028) for the women age 35 -39. The stand- 
ard errors can be calculated from the variances 
and the covariance of the regression coefficients. 
In all four cases the slope coefficient is statis- 
tically significant at conventional levels of con- 
fidence. 

deficiencies exist in the data used here. 
First, the information does not relate to the wom- 
an's first live birth but rather the oldest child 
in the household. Secondhe wife's age is indi- 
cated only by five year intervals. Since a prin- 
cipal interest here is in the education levels of 
the wife and husband it is important to consider 
whether the upward trend in education is suffi- 
cient to tend to place the more educated individ- 
uals in an age interval at the lower ages in the 
interval. It does not appear to be the case. 
For white women in the United States in March 1970 
the median level of schooling was 12.5 for those 
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in the 25 -29 age interval as well as for those in 
the 30 -34 age interval; the figure was 12.4 for 

those in the 35 -44 age interval. (See Current 

Population Reports, P -20, November 30, 1970.) 
19Another 

aspect of this issue is the age at mar- 

riage. Although this information was not avail- 
able in the CAS data, the 1960 Growth of American 
Families (GAF) survey contained evidence on the 

wife's age at marriage and the time span between 

marriage and the first birth. For the 1931 -1935 

cohort, the average of the wife at the time of 
marriage rose from 18.5 for the grade school 
group to 19.7 for the group with four years of 
high school to 21.6 for those with four or more 

years of college. (It is interesting to note that 

Census data (CPR, Series P -20, No. 198, March 25, 

1970) suggests a weaker relationship between hus- 

band's age at marriage and his education than the 
relationship seen here between wife's age at mar -. 

riage and her education. This difference is con- 

sistent with an early marriage adversly affecting 

the wife's relative educational attainment. An- 

other explanation for the observed difference is 

that the GAF data refer to means while the Census 

data use medians and the distribution of age of 

marriage is probably more negatively skewed at 

lower levels of education 
The average number of months between mar- 

riage and first birth in the GAF data rose with 

the wife's education from 21 months for the grade 

school group to 28 months for the group with any 

college training (the comparable figures for 

couples using contraception during that birth in- 

terval were 24 months to 33 months). Similarly 

the percentages of couples with a first birth 
prior to their first wedding anniversary fell 

with education from 41% of the grade school group 

to 24% of the college group (see Whelpton, P.K., 

A.A. Campbell and J.E. Patterson, Fertility and 

Family Planning, 1966, pp. 320 -329). 

20From 
subsequent waves of this panel survey one 

can determine how accurately the household pre- 
dicted its fertility in the next few years. This 
analysis has not been completed at this time. 
21Keyfitz 

points out that the level of contracep- 
tive efficiency required to assure no accidental 
pregnancies over a long period of time is surpris- 
ingly high. For a couple employing a contracep- 
tive technique with 99 per cent effectiveness 
over a twenty -year period from say age 20 to 40, 
the chances of a pregnancy are about 40 per cent 
(for a ten -year period the probability falls to 
about 21 per cent). At a 99.9 per cent level of 
effectiveness the probability of a pregnancy in 
twenty years is about 5 per cent. (These figures 
are based on an assumed constant per month proba- 
bility of conception of .2 for women exposedto tie 
risk of conception.) See Nathan Keyfitz, "How 
Birth Control Affects Births," Social Biology, 
June 1971. Not all the above calculations are 
taken from Keyfitz's paper. 
22In 

regressions shown here on the standard 
deviation (which follow the format of the re- 
gressions in Table 8) the wife's education vari- 
able was always negative althouth significant 
only for the 30 -34 age women with three children. 



TABLE 1 

NUMBER OF CHILDREN 
Table includes only households not likely to have 
(additional) children at any time in the future. 

A 
Education 
of Wife 

Abe of Wife 
30 30 -34 35 -39 

12 2.45 3.06 3.13 2.98 

13 -15 2.21 2.83 2.85 2.75 
2.32d 2.83 2.77 2.75 

2.36 2.93 2.94 2.85 
(1033 obs) 

Income of Husband 
Education 
of Wife 412,000 12- 16,000 .3:16,000 

Age of Wife: 30 -34 

4 12 3.04 2.82 3.41 3.06 

13 -15 2.88d 2.82 2.82 2.83 

16 2.17f 2.74 2.98 2.83 

2.92 2.80 3.06 2.93 
(366 obs) 

Age of Wife: 35 -39 

12 3.06 3.03 3.32 3.13 
13 -15 2.59 2.86 2.97 2.85 

2.22d 3.06 2.78 2.77 

2.81 2.98 3.01 2.94 

Education 
of Wife 

Age of Wife: 

12 

13 -15 
16 

Age of Wife: 

412 
13 -15 

16 

(513 obs) 

C. 
Education of Husband 

412 13 -15 16 17 

30 -34 

3.02 2.89 3.10 3.27 3.06 

3.44f 2.86d 2.96 2.53 2.83 

3.00f 3.20f 2.82 2.80 2.83 

3.09 2.90 2.96 2.84 2.93 

35 -39 
(366 obs) 

3.00 3.26 3.31 2.86d 3.13 

2.67d 3.00 3.08 2.54 2.85 

1.40f 2.77e 2.84 2.81 2.77 

2.87 3.09 3.07 2.73 2.94 

Code: f indicates cell size 1 -9 
(513 obs) 

e indicates cell size 10 -19 
d indicates cell size 20 -29 
All others have 30 or more observations. 
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TABLE 3 

AGE OF THE OLDEST CHILD 
Table includes only households with at least one 

child. 

(in years) 

Ape of Wife Education 
of Wife 429 30 -34 35 -39 

12 4.79 9.55 12.99 9.51 
13 -15 3.77 8.43 11.76 8.17 

16 2.91 6.57 10.09 6.83 

3.93 8.26 11.77 8.30 
(1591 obs) 

Panel B includes only households not likely to 
have additional children at any time in the 
future. 

Income of Husband 

Education 
of Wife 412,000 12- 16,000 

Age of Wife: 30 -34 

12 10.48 9.15 10.41 9.94 
13 -15 9.09d 9.49 8.72 9.06 

8.50f 7.68 7.94 7.88 

9.94 8.84 8.97 9.13 
(36( obs) 

Age of Wife: 35 -39 

12 13.51 13.48 13.31 13.44 
13 -15 11.84 11.89 12.25 12.03 

16 9.93 10.22 10.79 10.43 

12.50 11.96 12.08 12.16 

C 
(506 obs) 

Education 
of Wife 

Number of Children 

1 2 3 4 

Age of Wife: 

412 
13 -15 

16 

25 -29 

3.06 
1.60 
1.40 

5.36 
4.86 
3.94 

7.50 
6.35d 
5.40e 

8.35e 
6.00f 
6.33f 

1.86 4.74 6.63 8.00d 

(372 

4.29 
obs) 

Age of Wife: 30 -34 

12 7.27e 8.18 9.73 10.97 

13 -15 6.08e 7.24 9.07 9.85d 
16 2.50e 5.52 8.07 9.27e 

5.06 6.84 9.03 10.27 8.01 
(503 obs) 

Age of Wife: 35 -39 

12 9.00e 11.69 13.20 14.65 

13 -15 8.43f 10.77 11.70 13.47 
3,116 8.38e 8.68 10.82 10.91 

8.65 10.50 12.02 13.24 11.49 
519 obs) 



TABLE 5 

PROBABILITY OF ACQUIRING A CHILD 
WITHIN THE NEXT THREE YEARS* 
(in per cent; 100 = certainty) 

Education Age of Wife 
of Wife 25 -29 30 -34 35 -39 

12 62 37 11 8 20 
13 -15 76 57 20 3 29 

16 84d 66 29 7 34 

70 53 19 6 27 

(1711 obs) 

Panel B includes only households with one or more 
children. 

Income of Husband 
Education 
of Wife <12 000 12- 16.000 16.000 

40 
57 

63 

Age of Wife: 

12 

13 -15 
16 

under 30 

33 

51d 
59e 

44 
56 
55 

43 

59 

66 

42 50 57 52 

(458 obs) 

Age of Wife: 30 -34 

12 12 7 11 10 
13 -15 21 19 21 21 

16 44e 22 29 28 

19 15 22 19 

(550 obs) 

Age of Wife: 35 -39 

12 11 3 6 7 

13 -15 4 4 3 4 

16 12 2 9 7 

10 3 6 6 

(583 obs) 

Education of Husband 
Education 
of Wife 512 13-15 16 

Age of Wife: under 30 

12 44 42 47 49 45 
13-15 68e 53 68 54 61 

37f 77f 72 64 68 

48 50 65 58 57 

(551 obs) 

Age of Wife: 30 -34 

*12 15 11 10 5 11 

13-15 16e 18 19 23 20 
16 43f 35e 31 26 29 

16 16 22 20 19 

(563 obs) 

Age of Wife: 35 -39 

12 5 8 11 9d 8 

13-15 2d 3 7 3 

16 17f 4e 8 7 

4 7 8 6 

(597 obs) 
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TABLE 7 

TIME BETWEEN BIRTH OF OLDEST 
AND YOUNGEST CHILD 

(in years) 

Number of Children 

Education 
of Wife 2 3 4 5 

Age of Wife: 25 -29 

12 2.73 5.10 

13 -15 2.77 4.54d 

16 2.25 4.33e 

2.59 4.73 (223 obs) 

Age of Wife: 30 -34 

12 3.03 5.86 7.28 8.69e 
13 -15 2.70 5.53 6.96d 8.50f 
>16 2.68 4.95 6.91e 7.67f 

2.80 5.48 7.10 8.41d 
(484 obs) 

Age of Wife: 35 -39 

*12 3.81 6.04 8.79 10.78d 
13 -15 3.03 5.85 8.07 9.70 

16 3.02 5.52 6.81 9.67f 

3.31 5.82 8.02 10.37 
(523 obs) 

TABLE 9 

VARIATION IN THE SPACING OF CHILDREN 

Standard deviation* (in years) and 
coefficient of variation (X) 

Table includes only households with a positive 
time span between the ages of the oldest and 
youngest child. 

Number of Children 

Education 
of Wife 3 4 5 

Age of Wife: 

12 

13-15 

16 

30 -34 

1.08 

(32.0) 

0.92 
(29.3) 
0.72 
(27.7) 

0.90 
(34.7) 

0.99d 
(36.7) 
0.95e 
(38.2) 

1.06e 
(42.3) 

0.74f 
(30.0) 

0.75f 
(35.0) 

0.93 0.94 0.90d 
(29.9) (36.0) (37.0) (293 obs) 

Age of Wife: 35 -39 

12 1.05 1.28 1.55d 

(34.7) (39.2) (51.3) 

13 -15 0.99 1.30 0.84f 
(28.9) (43.3) (30.0) 

16 0.71 0.84 0.92f 
(23.8) (34.4) (30.0) 

0.92 1.16 1.28 

(29.6 (38.9) (42.9) (328 obs) 



Panel A includes only households with one or more 
children. 

TABLE 10 

THE NUMBER OF YEARS OF SCHOOLING EXPECTED TO BE 

COMPLETED BY THE OLDEST CHILD* 
(in years) 

Income of Head 

Education 
of Wife <12,000 12- 16,000 >16 ,000 

Age of Wife: under 30 

12 14.8 15.2 15.2 15.1 
13 -15 15.4d 15.9 15.5 15.6 

16 16.2e 16.3 16.2 16.2 

15.2 15.7 15.7 15.6 
(458 obs) 

Age of Wife: 30 -34 

12 15.5 15.5 15.8 15.6 
13 -15 15.5 15.7 16.1 15.9 

16 16.1e 16.2 15.7 15.9 

15.6 15.8 15.8 15.8 
(550 obs) 

Age of Wife: 35 -39 

12 15.2 15.3 15.8 15.4 
13 -15 15.5 15.8 16.1 15.8 

16 15.6 15.8 16.2 16.0 

15.3 15.6 16.0 15.7 
(583 obs) 

Number of Children 

Education 
of Wife 1 2 3 4 5 

Age of Wife: 25 -29 

12 15.5 15.2 15.0 15.1e 16.0f 
13 -15 15.4 15.8 16.0d 16.0f 16.0f 

16 16.2 16.2 16.1e 16.0f 16.0f 

15.2 
15.7 

16.2 

15.8 15.7 15.6 15.2e 16.0f 15.7 

(376 obs) 

Age of Wife: 30 -34 

12 .15.2e 15.7 15.6 15.6 15.5e 

13 -15 15.5e 15.8 16.0 16.0d 15.8f 

: 16 15.1e 16.2 15.7 16.3e 16.2f 

15.6 
15.9 
15.9 

15.3 15.9 15.7 15.8 15.7d 15.8 
(530 obs) 

Age of Wife: 35 -39 

12 15.6e 15.6 15.5 15.3 14.6d 

13 -15 16.3f 15.9 15.9 15.4 16.0f 

16 16.2e 15.7 16.1 16.1 .15.71 

15.4 
15.8 
15.9 

15.9 15.7 15.8 15.5 15.1 15.7 

(557 obs) 

*The figures are obtained from the response to 

the question: what grade or year of schooling is 

the child expected to eventually complete? 

TABLE 2 

Number of Children 

Regressions include only 
households not likely to 
have (additional) children 
at any time in the future. 

Mean and 
(st. deviation) 
of dep. var. 

Education 
of husband 

Education 
of wife 

Wage rate 
of husband 

Income 
of husband 

R2 
s.e.e. 

Age of wife: 30 -34 (366 observations) 

2.93 -.023 -.052 .057 .020 
(1.084) (.028) (.032) (.028)* 1.078 

-.026 -.053 .002 .017 

(.029) (.032) (.001) 1.080 

Age of wife: 35 -39 (513 observations) 
2.94 -.012 -.059 .042 .017 

(1.196) (.026) (.028)* (.025) 1.189 

-.012 -.062 .002 .018 

(.026) (.028)* (.001) 1.189 

* implies statistical significance at 95% level of confidence (two -tail test) 
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TABLE 4: Age of the Oldest Child 1 

Income of 
husband 

R2 

s.e.e. 

Mean and 
(st. deviation) Education Education Wage rate 
of dep. var. of husband of wife of husband 

Age of wife: under 25 (80 observations) 
1.94 (1) -.058 -.251 .194 .108 
(1.487) (.075) (.120)* (.151) 1.432 

(2) -.017 -.279 -.000 .089 

(.074) (.120)* (.003) 1.447 

Age of wife: 25 -29 (378 observations) 
4.35 (3) -.103 -.523 .048 .133 
(3.007) (.076) (.087)* (.086) 2.811 

(4) -.067 -.517 -.002 .134 

(.079) (.088)* (.003) 2.809 

Age of wife: 30-34 (550 observations) 
8.26 (5) -.147 -.640 .180 .187 

(3.353) (.066)* (.070)* (.063)* 3.031 

(6) -.141 -.639 .004 .179 
(.068)* (.070)* (.002) 3.046 

Age of wife: 35 -39 (583 observations) 
11.77 (7) -.195 -.449 .213 .098 
(4.001) (.079)* (.083)* (.074)* 3.810 

(8) -.154 -.453 .003 .088 
(.079) (.083)* (.003) 3.832 

1. Regressions include only observations with one or more children. 

TABLE 6: Probability of Additional Children within the Next Three Years 

R2 
s.e.e. 

Meant and 
(st. deviation) Education Education Wage rate 
of dep. var. of husband of wife of husband 

Income 
of husband 

Age of wife: under 25 (124 observations) 
7.0 (1) .207 .410 -.372 .071 

(4.00) (.172) (.241) (.344) 3.91 

(2) .145 .450 -.001 .062 
(.172) (.241) (.006) 3.92 

Age of wife: 25 -29 (427 observations) 
5.3 (3) .136 .543 -.110 .070 
(4.50) (.113) (.126)* (.128) 4.36 

(4) .051 .535 .006 .073 
(.117) (.126)* (.004) 4.35 

Age of wife: 30 -34 (563 observations) 
1.9 (5) -.083 .423 -.055 .050 
(3.61) (.076) (.080)* (.073) 3.53 

(6) -.079 .425 -.002 .049 
(.078) (.080)* (.003) 3.53 

Age of wife: 35 -39 (597 observations) 
0.6 (7) .121 -.057 -.123 .018 
(2.30) (.047)* (.049) (.044)* 2.28 

(8) .122 -.052 -.005 .019 
(.047)* (.049) (.002)* 2.28 

1. The probability is the mean times ten (7.0 implies a mean of 70%). 
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TABLE 8: Time (in years) Between Birth of Oldest and Youngest Child 

Mean and 
(st. deviation) 
of dep. var. 

Education Education Wage rate Income 
of husband of wife of husband of husband 

R2 
s.e.e. 

Age of wife: 30-34 
Households with three children (196 obs.) 

5.5 (1) -.006 -.195 -.027 .031 
(2.270) (.080) (.090)* (.082) 2.252 

(2) .007 -.187 -.002 .033 

(.081) (.090)* (.003) 2.249 

Households with four children (70 obs.) 
7.1 (3) -.040 -.099 .044 .010 

(2.079) (.134) (.183) (.129) 2.115 

(4) -.020 -.084 -.002 .010 
(.139) (.181) (.004) 2.115 

Age of wife: 35 -39 
Households with three children (180 obs.) 

5.8 (5) -.191 -.005 .028 .035 
(2.263) (.091)* (.099) (.081) 2.242 

(6) -.172 .000 -.001 .036 

(.090) (.100) (.003) 2.241 

Households with four children (110 obs.) 

8.0 (7) -.001 -.395 .046 .091 

(2.825) (.149) (.151)* (.126) 2.731 

(8) .046 -.403 -.003 .094 
(.146) (.150)* (.004) 2.727 

TABLE 11: Number of Years of Schooling Expected to be Completed by the Oldest Child 1 

Mean and 
(st. deviation) 

of dep. var. 

Education 
of husband 

Education 
of wife 

Wage rate 
of husband 

Income of 
husband 

R2 

s.e.e. 

Age of wife: 30-34 (550 observations) 

15.8 (1) .074 .035 .014 

(1.728) (.037)* (.039) 1.718 

(2) .068 .033 .031 .015 

(.037) (.040) (.036) 1.719 

(3) .070 .034 .000 .014 

(.038) (.040) (.001) 1.720 

Age of wife: 35 -39 (583 observations) 

15.7 (4) .151 .033 .052 

(1.790) (.034)* (.038) 1.746 

(5) .132 .033 .057 .056 

(.036)* (.038) (.034) 1.743 

(6) .127 .031 .003 .059 

(.036)* (.038) (.001)* 1.741 

1. Regressions include only observations with one or more children. 
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AN INTEGRATED MODEL OF CONSUMPTION AND MARKET ACTIVITY: THE CHILDREN EFFECT* 

Michael Landsberger, National Bureau of Economic Research, and 
the Technion - Israel Institute of Technology. 

The usual approach to the theory of the 
consumption function is to assume a one -sided 
relation: family's income is supposed to deter- 
mine its consumption. To be sure the relevant 
concept of income was, and still is, subject to 
a considerable disagreement among economists 
(see Mayer) but it seems that the one -sided 
relation is widely and may be even generally 
accepted. This approach ignores the importance 
of family members' time as a scarce productive 
factor. 

Becker (1965) and Mincer (1960, 1963) were 
apparently the first to recognize the import- 
ance of this factor and have incorporated it 
into economic theory. This ingenous idea open- 
ed new avenues for investigations into the sub- 
ject of the consumption function. A consistent 
approach to the problem along the ideas of 
Becker and Mincer suggests a simultaneous deter- 
mination of consumption and earnings of family 
members. In view of the fact that earnings 
comprise the major portion of family's income, 
it may be argued that family's income and con- 
sumption are determined simultaneously. This 

is in line with an assessment made long ago by 
Mincer in which he expressed the desirability 
of a "set of simultaneous relations which un- 
doubtedly exist between income, consumption, 
labor supply, and population" (Mincer, 1963, 
p. 26). 

An attempt was made in this paper to show 
how the simultaneous determination of family's 
consumption and earnings is systematically af- 
fected by the presence of children of various 
ages. The outline of the paper is as follows: 
In section (a) a static version of the model 
was presented. Then in section (b) it was 

shown how the children effect was derived from 
the equilibrium conditions. This effect re- 
flects a systematic relation between children's 
age and family's consumption and market acti- 
vity. The propositions emanating from the 
analysis imply a negative effect on consumption 
by young children, and this effect declines 
systematically (in absolute terms) and ultimate- 
ly in the case of older children it becomes 
positive. A similar effect was obtained with 
respect to the female's market activity. 

* 
This paper was written while I was a 

research associate at the National Bureau of 
Economic Research. I owe a debt of gratitude 
to many of my colleagues at the NBER for their 
useful comments on various drafts of this 
paper. In particular I have to mention Jacob 
Mincer who initiated me into the subject and 
was very patient listening to my reservations. 
Discussions with John Hause, Thomas Juster, and 
Robert Willis were also very useful and I wish 
to thank them. I solely remain responsible for 
any remaining errors. 
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Empirical analysis of the theoretical proposi- 
tions were presented in section (c). The find- 
ings do show an unequivocal support of the 
theoretical propositions. 

(a) The Modei 

Following Becker's seminal paper (1965) it 

can be assumed that the family acts like a 
small factory where family members' combine 
their time and goods bought on the market in 
order to produce what Becker calls "commodities: 
These commodities enter directly into the 
utility function that the family tries to maxi- 
mize. To make things easier all the goods and 
commodities were aggregated. Thus, the aggre- 
gate commodity is produced by the aggregate 
good bought on the market (which is what is 
usually referred to as consumption) combined 
with husband's and wife's time as inputs (a 

similar approach was taken up by Ghez, 1970. 
Gronau 1970 too followed the approach of re- 
garding the household as a unit which combines 
goods and family members' time to produce var- 
ious activities. But Gronau dealt with a very 
different subject than that discussed in this 
paper). 

X = f(Y1, Y2, Y3) 

Y1 = the aggregate good 
Y2 husband's time devoted to nonmarket 

activities 
Y3 = wife's time devoted to nonmarket 

activities 
X = the aggregate commodity. 

Maximizing U(X) is equivalent to maximizing 
X and therefore it may be assumed that the 
family tries to maximize 

(1) 

X = f(Y1, Y2, Y3) 

S.T. P1Y1 
= V + -Y2)P2 

3 

or = + (P2 +P3)ÿ 

Pi = price of the i -th productive 
factor, i =1,2,3 

= the market wage rates of the hus- 
band and wife 

= total time available for market 
and nonmarket activities, like 
twenty -four hours a day, seven 
days a week, etc. 

V = nonearning income. 
= price of the aggregate good. 

(2a) 

+ -Y2)P3 

(2b) 

The left -hand side of (2a) is the cost of buying 
the aggregate good Y1 on the market, and the 
right -hand side represents the resources avail- 
able for that purpose. In (2b) the left -hand 
side is the cost to the family of the productive 
factors used in the process of producing the 



aggregate commodity X. The family buys its 
members' (husband and wife) time at the market 
wage rates. The right -hand side of (2b) is 

the maximum income available had family mem- 
bers' spent their total available time in mar- 
ket activity.1 

The model as presented in (1) and (2) has 

no reference to savings nor to any planning 
for the future. This is of course a simplifi- 
cation but it was felt that at this stage it 
was justified in view of the high payoff of the 
model in its present form in terms of theoreti- 
cal propositions which can be easily subjected 
to an empirical test. It can be shown that the 
conclusions reached here remain intact under a 
dynamic setup where savings are included (see 

Landsberger 1972). Maximizing (1) subject to 
(2b) results in the necessary conditions for 
an extremum.2 

- 0 i=1,2,3 (3) 

3 

Y.P.-V-(P 
2 
+P 

3 
)? = 0 

i 

where is the Lagrange multiplier. 

Under the usual assumptions of convexity the 
equations in (3) are sufficient for deter- 
mining the optimal values of the unknowns Y1, 
Y2, Y3, X, in terms of the parameters of the 
system P1, P2, P3, V, Y. 

Yi = g(1) (P1,P2'P3'V,?) 

for i =1,2,3 and 

(4) 

X* = 
g(P1'P2'P3,V,) 

the asterisks de- 
note optimal values 
of the variables. 

Remembering that Y1 can be referred to as con- 
sumption, g(1) in 4) is the consumption func- 
tion and gl2), g(3) are the demand functions 
for the male's and female's home services. Thus, 

consumption and earnings of the family are 
determined simultaneously as part of the opti- 
mal time allocation of family members.: 

What has been done heretofore is merely a 
convenient way of formalizing the ideas of 
Becker and Mincer, although the presentation 
of the problem is more in spirit with the 
approach taken up by Becker. As noted before 
Ghez, 1970 has followed a very similar approach. 
Relying on the first order conditions for an 

extremum an attempt was made in the next sec- 
tion to derive a set of propositions which re- 
late in a systematic fashion children's age 
with the level of consumption and market acti- 
vity of the male and female. 
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(b) The Children Effect 

The effect of children on consumption has 
been largely ignored in the various theories 
of the consumption function. In empirical 

studies the number of children has been some- 
times indirectly inserted as a variable in 
regression analysis. Most frequently a vari- 
able indicating the number of persons in the 
family (family size) was inserted and no dis- 
tinction was made between adults and children, 
not to speak about a distinction between child- 
ren of different ages. As far as I recall this 
has always been done with no particular theore- 
tical reference, with the exception of Ghez, 
1970, Ch. IV. However, Ghez did not make any 
distinction between children of different ages 
which is the main issue in this paper. 

Children's age as a factor affecting the 
level of market activity of the male has been 
also ignored in the literature. But as opposed 
to consumption this subject as a whole was not 
discussed in a systematic way. 

Market activity of the female was inten- 
sively covered in the literature (Mincer 1962, 
Cain 1966, Bowen and Finegan 1969). It appears 
that Mincer and Cain were mostly interested in 
wage rate effects. Mincer made a remark about 
the interaction between young children and wage 
rate effect (Mincer 1962, p. 92). 'Bowen and 
Finegan have discussed the effect of children's 
age on the female's market activity. It appears 
that the findings presented in this paper with 
respect to the relation between children's age 
and the female's market activity are very much 
in accord with the conclusions reached by Bowen 
and Finegan whose study had a predominant empi- 
rical orientation. Rewriting (3), the condi- 
tions for an extremum can be presented as 

P1 MP1 P1 P2 MP2 

' 

where MPistands for the marginal product of the 
i -th factor. 

It can be assumed that an increase in the 
number of young children in the family causes 
an increase in the productivity of home activity 
of the female. Her home activities are regarded 
now as being more important and the demand curve 
for her home services shifts to the right. As a 

result-of it, at the former equilibrium level of 

Y3 Y3 the marginal productivity - MP3 is 

higher than the wage rate, MP3 > P3. It can 

also be argued that as a result of having young 

children not only is there an increase in MP3 

but also a decrease in namely, a decrease 

in the marginal productivity of the aggregate 

good (consumption). Although there is an in- 

crease in the demand for goods which are re- 

lated to the "needs" of the child, but this can 

be more than offset by a decrease in the demand 

for goods by the parents. This is because 

having young children implies usually a decrease 

in demand for such commodities as trips abroad, 

(5) 



meals in restaurants and other kinds of enter- 
tainments which are very good intensive. Thus 
the demand curve for the aggregate good shifts 
to the left, and at the former equilibrium 
point Y1 = Y1 MP) < P1. In addition it may be 
assumed that in view of the new composition of 
activities within the household there is a 
decrease in the demand for home activities of 
the husband which means a decrease in the MP2 
at Y2 = Y2. The rationale for this assumption 
is explained later on, however, it should be 
remarked that this assumption can be dropped 
without detracting from the significance of 
the main propositions of this study. 

As it is accepted in economic theory the 
marginal productivity of one factor depends on 
the amounts of the other factors employed in 
the productive process, thus it may be claimed 
that a movement of one curve causes shifts of 
the other two. However, it may be assumed that 
this chain reaction is of secondary importance 
and the shifts discussed above reflect already 
these effects. As a result of these shifts in 
the demand curves the equilibrium conditions (5) 
are replaced by 

P1 MP1 P2 MP2 P1 MP1 

> MP3 ' > MP3 ' P2 < MP2 

If remembered that in the context of the 
model presented in this study Y1, Y2, and Y3 are 
inputs in a production function, it becomes 
clear that the change in the marginal producti- 
vities of the inputs will cause substitution 
effects. Y1 and Y2 will be substituted by Y3 
which became more productive. The meaning of 
these movements is an increase in home activity 
of the female, a decrease in that activity by 
the male and a decrease in consumption of the 
family. As the reader can verify it to himself 
by drawing the appropriate diagrams (see Lands - 
berger 1972) these movements tend to restore 
equilibrium in (6). Recalling that home and 
market activities Yi and Yi, respectively add up 
to a constant 1, it comes out that young child- 
ren tend to reduce the level of market activity 
of the female, increase the level of this acti- 
vity in the case of the male and decrease the 
consumption of the family. 

The effect of older children differs mainly 
because the change in the importance of woman's 
home activity is much smaller than before and 
on the other hand the importance of goods in- 
creases. Older children have a higher demand 
for commodities which are good (or money) in- 

tensive (like summer camps, clothes, and other 
expenditures related to education of the child- 
ren). On the other hand, older children require 
less mother's care. The presence of older 
children does not impose on the parents various 

restrictions which young children (babies) do 

impose, and thus the parents may renew their 
stronger demand for good intensive commodities 
(such as noted before). Thus, the older the 
children the smaller are the shifts in the de- 
mand curves. Eventually, in the case of child- 
ren of, say, thirteen years old or more the pre- 
dominant factor is the increased demand for 

(6) 
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goods (consumption). The demand curve for the 
female's home services may not shift at all or 
even moves to the left with the result of older 
children having a positive effect on the level 
of market activity of the female. 

It is imperative to the analysis here to 
realize that the movements of the three demand 
curves (for Y1, Y2 and Y3) are interrelated. The 
position of the demand curve for the aggregate 
good -Y1 determines the money expenditures of 
the family. The position of the demand curves 
for Y2 and Y3 determine the earnings of the 
family and its income for a given level of non- 
earning income. Thus, the shifts of the curves 
have to be simultaneously determined by the 
family.3 

In terms of the equilibrium conditions (5) 

the effect of children of say 13 years old or 
more gives rise to the inequality. 

MP1 P1 MP1 P2 MP2 

< ' < ' 
(7) 

The way equilibrium is restored can be described 
as follows: A movement to the right along the 
new (higher) demand curve for Y1 results in a 
lower MP1. A movement to the left along the new 
(lower) demand curves for the male's and female's 
home services results in higher values of MP2 
and MP3. As the reader can verify to himself, 
these are movements in the right direction in 
terms of restoring equilibrium in (7). This 
equilibrium is being reached at a higher level 
of family's consumption and market activity of 
the male and female. 

Before concluding this section a short 
summary of the children effect may be useful. 
Young children have a negative effect on the 
consumption of the family while at the same time 
cause an increase in the level of market acti- 
vity of the male and a decrease in the market 
activity of the female. The effect on consump- 
tion increases (in absolute terms) with the age 
of the children and eventually becomes positive. 
At the same time the older the children the 
lower the decrease in the market activity of the 
female and finally this effect may become posi- 
tive. Children of all ages have a positive 
effect on the level of market activity of the 
male, and it is very likely (although not neces- 
sary) that this effect is higher the younger the 
children. 

(d) Empirical Test of the Theoretical Pro- 
positions Concerning the Children Effect 

The empirical analysis presented in this 
study is based on cross -section data, composed 
of two surveys: Consumer Anticipation Survey 
(first visit) conducted by the National Bureau 
of Economic Research (henceforth, the NBER 
Survey), and the 1969 Survey of Consumer Finan- 
ces, conducted by the Institute for Social 
Research at the University of Michigan (hence- 
forth, the Michigan Survey). A detailed explana- 
tion of the data can be found in Landsberger 
1972. 



As shown in (4) the independent variables 

in the behavioral equations are PI, P2, P3, V, 

and 4. The first and last independent variables 
Pl and can be eliminated because it is clear 
that in a cross - section their value are the same 
for all observations. Data for P3 was available 
only for about 30 -40 per cent of the observa- 
tions because most women (60 -70 per cent) did 
not have jobs on the market at the survey per- 
iod. Therefore, it was decided, in this case, 
to use the female's education ED(W) as a proxy 
for her potential wage rate. The female's wage 
rate P3 was inserted into the estimating equa- 
tion only in the case where the estimation was 
done for those families where the woman had a 
job on the market. This calculation was based 
of course on a much smaller number of observa- 
tions. 

The fact that various families have child- 
ren of different ages was utilized to evaluate 
the children effect. Having children of differ- 
ent ages can be interpreted as being on differ- 
ent demand curves for Y1, Y2, and Y3, and there- 
fore having different equilibrium values of the 
Y's. 

It was decided to distinguish between three 
age groups of children: below six, six to twe- 

lve, and thirteen plus. The considerations 
which affected this division are related to the 
theoretical arguments as presented in section 
(b). It seems plausible that children below 
six cause the most significant increase in the 
demand for female's home services and decrease 
in the demand for consumption. On the other 
hand, children thirteen plus years old can be 
regarded as being able to provide themselves 
with various home services and therefore do not 
restrict, or only very little, the female's 
market activity. On the other hand, they cause 
an increase in the demand for consumption, be- 
cause of their strong demand for good intensive 
commodities (see section (b)). Children in 
this age group are expected to have a positive 
effect on family's consumption. 

With respect to children in the inter- 
mediate group six to twelve the effect on con- 
sumption can be positive or negative. But if 
positive, it should be lower than for children 
thirteen plus years old, and if negative, it 
should be higher (algebraically) than the 
effect of children below six. The effect on 
the level of the female's market activity is 

expected to be negative but smaller (in abso- 
lute terms) than that of children below six. 
To economize space the description of the 
statistical problems of estimation was omitted, 
however, this material can be found in Lands - 
berger 1972. 

An analysis of the empirical findings pre- 
sented in Table 1 shows that the results follow 
strongly the theoretical propositions. In all 
cases the effect of children under six on con- 
sumption expenditure is strongly negative. On 
the other hand, older children, thirteen plus 
years old, increase consumption systematically. 
For children in the middle group the effects 
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are negative in three cases and positive (but 
very low) in one. These results too are signi- 
ficantly in accord with the theory. The reader 
may recall that with respect to children in the 
middle group the theory did not predict the 
signs of the coefficients. This would be im- 
possible because this is the range where the 
negative effect declines (in absolute terms) 
and eventually should become positive. However, 
the coefficients reflect the average effect of 
the whole range and therefore it is impossible 
to predict its value. But as it was pointed 
out the effects if negative, should be lower 
(in absolute terms) than the coefficients of 
NC1, and if positive, should be lower than the 
coefficients of NC3. And indeed the results in 
column (2) follow strictly these propositions. 

The low t values for the children effects 
in the Michigan Survey are due to the fact that 
the calculations here are based on about 500 
observations only (as compared to 2,400 in the 
NBER survey). What is even more important is 
the fact that information on age distribution 
of children in that survey was very inefficient 
for the purpose of this study. The results pre- 
sented in Table 1 besides their support to the 
theory concerning the children effect provide 
useful information from a more general view- 
point. It appears that a child below six years 
old decreases family's yearly consumption by a 
few hundred dollars. The figures in column 1 

run between $400 -800 which amounts to about 5 
to 10 per cent of the yearly consumption of the 
families involved. The effect of children 6 -12 
years old is much less but still significantly 
negative. On the other hand children 13+ years 

old increase the yearly consumption expenditure 
of the family by about $300 -500 which is about 
4 -8 per cent. These results are well related to 
the effect of children of different ages on 
earnings. 

These results cast a serious doubt on the 

procedure to lump together children of all ages 
into a single variable referred to as family 
size.4 Essentially, the coefficients of such a 
variable are of dubious meaning. Usually, 
coefficient of such a variable is interpreted 
as reflecting the marginal contribution to the 
dependent variable as a result of a change in 
family size by one unit (see Ghez 1970, p. 113). 
But the results in Table 1 do suggest that such 
a change depends significantly on whether the 
change in family size reflects a change in the 
number of young or older children. If the in- 
crease happened to be in the number of children 
below six years old the results suggest that 
family's yearly consumption may decrease by 
some $700 whereas in the case of an increase in 
the number of children 13+ years old it may in- 
crease family's yearly consumption by some $400. 



TABLE 1 

The Effect of Children on Consumption and Female's Market Activitya 

Source of 
the Data 

Children Effects 

Estimating 
Equation 

Under 6 
(NC1) 

(1) 

6 -12 

Years 
Old 
(NC2) 

(2) 

13+ 

Years 
Old 
(NC3) 

(3) 

NBER Survey 

D 

Q 

-413.2 
(-4.3) 

-724.6 
(-3.5) 

-108.9 
( -1.8) 

-252.5 
( -2.2) 

389.3 
(5.7) 

378.1 
(3.6) 

Consumption - 

D -696.9 3.0 311.7 
(-2.4) (.1) (.9) 

Michigan Survey 
Q -783.1 -254.7 516.7 

(-2.5) ( -.9) (1.5) 

D -.1257 -.0560 .0192 

( -11.1) ( -7.5) (2.3) 

NBER Survey 

Q -7.1620 -4.2650 -.8123 
( -6.8) ( -6.9) ( -1.5) 

Female's Market 

Activity - D -.1351 -.0044 .0284 
( -4.2) ( -.2) (.7) 

Michigan Survey 
Q -5.8330 -4.9112 -1.2126 

(-3.5) ( -3.4) ( -.7) 

aThe numbers n parenthesis are the t values. The dependent variable - Y1 was measured 
in terms of dollars per year. 

3 in equatipn Q was defined in weeks per year. Equation Q was estimated only for those 
observations where the wife had a job on the market. Equation D was estimated for all 
observations and here the dependent variable for female's market activity was defined in 
terms of 0 and 1. 

In the last four lines of Table 1 the 
reader can find the estimates with respect to 
the female's marke activity. Here again the 
results are in strong accord with the theore- 
tical propositions Young children (under six) 
have a negative effect on the female's market 
activity and this effect declines systematical- 
ly, and eventually for children 13+ years old 
it becomes sometimes positive. (Similar re- 
sults with unimportant deviations were obtain- 
ed by Bowen and Finegan 1969, although their 
method of estimation was different from that 
reported here.) These findings do come out 
from both equations. The reader should re- 
call that in D the coefficients should be 
interpreted as probabilities because the de- 
pendent variable was dichotomous. On the other 
hand in Q the dependent variable was defined in 
terms of weeks per Year where a week was de- 
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fined as 40 working hours. Thus, the coeffi- 
cients obtained from Q can be interpreted as 
indicating that as a result of having a young 
child the female decreases her market activity 
by some 15 per cent (6 -7 out of 40). This ef- 
fect declines to about 10 per cent (4 -5 out of 
40) for children 6 -12 years old. The female's 
market activity is decreased by only about 2 -3 
per cent by having children 13+ years old. 

As explained before in order to evaluate 
the effect of children of different ages on 
female's market activity one has to combine the 
results obtained from Q with those obtained 
from D where the coefficients express the effect 
of children on the probability of having a job 
on the market. An addition of a young child in 
the family decreases by about 12 -14 per cent the 
probability of the female to be engaged in mar- 



ket activity. This effect strongly decreases 

in the case of children 6 -12. Older children 

tend to increase that probability by about 2 -3 

per cent only. 

In Table 2 the results of the children 

effect on husband's market activity are pre- 

sented, suggesting in a very clear fashion that 

children do have a positive effect on the level 

of husband's market activity and that this 

effect declines the older the children are. 

These findings fit well with the other results 

as well as with the theory. The fact that the 

children effect is stronger the younger the 

children fits well with the fact that the same 

is true for the female but in the opposite 
direction. Namely, while the female is de- 

creasing the level of her market activity, the 

opposite happens with the male. Generally 

speaking, in the case of young children it 

appears that the decreases in the female's 

market activity is stronger than the increase 

in husband's market activity, which fits well 

with the decrease in consumption.5 The same 

is true for children in the 6 -12 age group. 

For older children there is too an increase 

in husband's market activity whereas the ef- 

fect on the female's market activity is not 

clear. The probability of those who do not 

work to have a job on the market increases but 

on the other hand those already working tend 

to work a little bit less. This behavior of 

the parent's market activity (which apparently 

causes an increase in their earnings) is fol- 

owed by an increase in consumption. 

TABLE 2 

Children Effect on Husband's Market Activity* 

Source of 
the Data 

The Effect of Children 

by Age Groups 

Under 6 6 -12 13. 

(NCI) (NC2) (NC3) 

NBER Survey 

Michigan Survey 

.4918 .3093 .1804 

(3.1) (3.0) (1.6) 

2.0580 .9757 .4826 

(2.7) (1.4) (.5) 

* 
The figures in parentheses are the t values. 
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FOOTNOTES 

1It is assumed here that the nonnegativity 
restrictions on the Y's are ineffective. Dis- 

cussion of this subject can be found in Lands - 
berger 1972. 

2Second order conditions for a maximum 
were developed in Landsberger 1972. 

3This is the argument to be used to justify 
the shift to the left of the demand curve for 
the husband's home services in the analysis of 
the effect of young children. 

4Although the variable "family size" 
includes all members of the family, it can still 
be regarded as reflecting the number of children 
because the different between the two is a con- 
stant - the parents. 

SThis development is not a necessary one 
because among other reasons husband's wage rate 
is much higher, and there is always the possi- 
bility of savings. 



THE DETERMINANTS OF HOUSEHOLD EXPENDITURES ON TRAVEL 
Thomas Stoterau, Bureau of the Census 

I. Introduction 

Most of the research concerning ex -ante consumer 
spending has centered on the consumption of autos, 
housing, and major household durables. This is 
largely-due to the notion that most of the var- 
iance in consumer Outlays is attributable to 
chtnges in expenditures on durable goods. One 
suspects that in the future, however, spending on 
such services and nondurable goods as vacation 
travel will become increasingly important, both 
absolutely and cyclically. This paper is pre- 
dicated on the belief that the need to forecast 
vacation travel expenditures is becoming increas- 
ingly salient. In the past the subject has re- 
ceived limited attention, partly because it has 
been overshadowed by the greater need to predict 
the consumption of durables. It is also partly 
due to the difficulty in measuring spending on 
travel.2/ The only source for this data is the 
household itself, and no survey collects travel 
information on a frequent and regular basis. 
Thus, there is preslently no acceptable series to 
use as a dependent `variable in a. vacation expen- 
ditures forecast equation. 

The study presented here is based upon data col- 
lected in the Census NBER Consumer Anticipations 
Survey (CAS). Briefly, this research oriented 
survey was a non-random, convenience sample drawn 
from Census tracts n the suburban areas of Boston, 
Minneapolis, and San Jose. Each household was 
interviewed five tines at roughly six -month inter- 
vals between May 1968 and September 1970. A gen- 
eral profile of the 4,000 households in the sample 
would be: family i+'ome $10,000 to $25,000; 
age of head -- 30 to 50 years; and value of pro- 
perty -- $20,000 to $4.0,000. The surveys collec- 
ted a rather broad range of economic and demo- 
graphic data from these households. 

One of the primary objectives of the CAS research 
project is to investigate new areas for which 
consumer anticipations could be worthwhile. From 
the very beginning, those of us involved in the 
design of this survey felt that travel expenditures 
might be an area in which anticipations could be 
useful. Accordingly', it was decided that house- 
hold expenditures on travel would be collected 
in all five interviews. Aggregate expenditures 
were obtained by summing the amount spent per 
vacation trip (on to three trips per household) 
for each time period. The convention was adopted 
that a vacation trip counted only if it cost the 
household $200 or more. Travel paid for by an 
employer or someone else outside the household 
was excluded. Additional data were gathered on 
the duration, distance, method of travel for each 
trip. Questions on the subjective probability 
of someone taking al trip costing $200 or more in 
the next twelve months and the likely expenditure 
per trip were asked, in the first and third visits. 
This study also makes use of the data on type of 
family, age of head, education of head, and other 
objective and anticipatory variables. 
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It should be stressed that the study presented here 
is a preliminary report. This paper does not uti- 
lize all of the information available and the scope 
is somewhat limited. It should also be noted that 
since the CAS is in sense a random sample, no 
attempt will be made to estimate sampling errors. 
Results are reported simply as the findings of a 
biased, although hopefully useful sample. 

II. The rational for Consumer Anticipations Data 

Consumer anticipations surveys are premised on the 
failure of traditional, non -survey variables to 
adequately forecast outlays for durables. There 
seems, however, to be little evidence that this is 
also the case for non - durables and services. In 
fact, econometric models and related research have 
found, on the whole, that consumption of non -dur- 
ables and services is highly dependent upon personal 
disposable income.2/ If this were true for travel 
expenditures as well, there would be little reason 
to entertain the notion of collecting travel anti- 
cipations data. In short, a survey measure of 
anticipated spending on travel (PPT *) cannot be 
tested by simply discerning whether PPT* explains 
a significant proportion of the variance in travel 
expenditures. It must also be able to explain 
variation net of income and other non - anticipatory 
variables. If anticipations are able to do this, 
it is possible to make a case for collecting this 
kind of data on a regular national sample. The 

Census Bureau's success over the last several years 
with anticipations to buy cars, houses, and house- 
hold durables has been modest. It is reasonable 
to suppose, therefore, that the case for expanding 
the present Survey of Consumer Buying Expectations 
to include travel would probably have to be most 
compelling. 

III. Analysis of the CAS Travel Data 

Some years ago, Lansing and Blood wrote about the 
determinants of non - business air travel in the 
Journal of the American Statistical Association 

(JASA). 4/ Although the intent of their article 
was quite different from this one, several of 
their findings are useful as a point of departure. 
Among their conclusions were: (1) the probability 
that an adult will take one or more non -business 
air trips increases with his income; (2) the stage 
in the life cycle of a person's family is important 
in understanding the tendency to travel by air; and 
(3) attitudes toward, and experience with air trav- 
el are useful in explaining air travel behavior. 
Since the focus here is on cyclical fluctuations in 
expenditures on travel, we can seemingly ignore 
conclusion "(3)" above. Certainly attitudes and 
experience affect travel, but these are much more 
likely to cause secular rather than cyclical chan- 
ges. 

Table lA provides an indication of the relationship 
between income and household expenditures on travel 
in the CAS study'. 



Table DISTRIBUTION OF CAS HOUSEHOLDS BY INCOME AND EXPENDITURES ON VACATION TRAVEL - 
NOVEMBER 1968 TO JUNE 1969 

Percent not Percent spending Percent spending Percent spending 

Characteristics taking $200 to $299 on $300 to $599 on or more on 
a trip trips trips trips 

INCOME 

Under $10,000 72.1 14.0 11.2 2.7 
$10,000 to $14,999 60.8 18.8 14.4 6.0 
$15,000 to $19,999 51.3 18.4 17.9 12.3 
$20,000 to $24,999 48.1 12.7 19.9 19.3 
$25,000 and over 43.0 13.0 20.0 23.9 

Total annual income in 1967. 

As in the Lansing and Blood paper, there appears 
to be a fairly good relationship between income 
and travel expenditures. Except for trips costing 
$600 or more, income above $20,000 doesn't seem to 
influence vacation expenditures greatly. This may 
be partially due to the increased likelihood of 
families with large incomes owning vacation homes, 
and thus utilizing these facilities in lieu of 
taking a vacation trip. 

Attempts to relate travel expenditures to the 
stage in the life cycle were less successful. 
There are several possible explanations for this 

difference in findings. The Lansing life cycle 
variable was almost a dummy variable for having 
children. It equalled zero if children were pre- 

sent, 1 if married with no children or if over 
45 and single, and 2 if under 45 and single. 
These scaling procedures would be meaningless in 
the CAS study because such a large proportion of 
the sample would be assigned a value of zero. 

Instead, marital status and number of children 
under six were used as proxies for a life cycle 
variable. Neither, surprisingly, were found to 

shed much light on travel expenditures. Age and 

education of head were found to be more useful. 
(See Table 1B, and 1C.) 

Table 1B.- DISTRIBUTION OF CAS HOUSEHOLDS BY AGE OF HEAD AND EXPENDITURES ON TRAVEL - 
NOVEMBER 1968 TO JUNE 1969 

Characteristics 
Did not 

take 
a trip 

Percent spending 
$200 to $299 on 

trips 

Percent spending 
- $300 to $599 on 

trips 

Percent spending 
$600 or more on 

trips 

AGE OF HEAD& 

Under 30 years 68.9 14.7 7.9 8.4 
30 to 34 years 61.5 16.3 14.1 8.1 

35 to 39 years 52.0 20.7 17.6 9.6. 

40 to 44 years 53.7 17.0 17.8 11.5 

45 to 54 years 54.2 13.4 18.9 13.6 

55 years and over 53.8 19.6 14.7 11.9 

The convention was adopted that a trip counted only if the household spent $200 or more. 
2/ Age as reported in the first CAS interview (May 1968). 

Table 1C.-- DISTRIBUTION OF CAS HOUSEHOLDS BY EDUCATION OF HEAD AND EXPENDITURES ON TRAVEL - 
NOVEMBER 1968 TO JUNE 1969 

Characteristics 
Did not 

take 
a trip 

Percent spending 
$200 to $299 on 

trips 

Percent spending 
$300 to $599 on 

trips 

Percent spending 
$600 or more on 

trips 

EDUCATION OF HEAD 
High school or less 
1 to 3 years of college 
4 years of college 
5 years of college or more 

63.4 

59.0 
56.3 
46.6 

15.6 
16.1 
17.5 
17.1 

14.7 
13.7 

15.2 
20.8 

6.3 
11.2 
11.0 
15.5 

1/ 
The convention was adopted that a trip counted only if the household spent $200 or more. 
Education of head as reported in the first CAS interview (May 1968). 
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In general, the pr bability of a family taking a 
vacation trip and their chances of spending large 
sums on trips increase with age and education. 
These tables, however, do not separate the tangled 
influence of income, education, and age. Never- 
theless, it is interesting to observe the nearly 
monotonic relationship between education and travel 
in Table 1C. 

Attention is now focused on the subjective travel 
anticipations variables. In the past we have 
mainly concerned ourselves with relating the con - 
sumer's expected behavior in the period with his 
actual behavior in a subsequent period. Increas- 
ingly, however, we are inclined to think that the 
first differences in reported anticipations are 

an important consideration. In the CAS survey we 
asked respondents, "What are the chances that you 
will take a vacation trip costing $200 or more 
during the next 12 months ?" Respondents answered 
by giving one of the numbers on an eleven point 
scale card (0, 10, 20, ... 100). The first dif- 
ference is simply the remainder of the reported 
anticipation in the first period minus the report- 
ed anticipation in the second period. Table 
shows the average change in travel expenditures 
by income and the first difference in reported 
subjective probability of taking a trip costing 
$200 or more. The relationship is not perfect, 
but the numbers do move in the right direction 
for the most part. 

Table 1D. -- AVERAGE CHANGE IN EXPENDITURES ON TRAVEL BY INCOME AND CHANGE IN PROBABILITY OF TAKING A TRIP 

(Total number of households in each cell shown in parentheses) 

Characteristic 

Change in reported probability of taking a trip 

-100 to -80 -70 to -50 -40 to -20 -10 to +10 +20 to +40 +50 to +70 +80 to +100 

INCOME 

All households 

Under $5,000 

$5,000 to $9,999 

$10,000 to $14,999 

$15,000 to $19,999 

$20,000 to $29,999.1, 

$30,000 and over 

-$68 

(3,527) 

-$305 
(27) 

-$94 
(84) 

-$37 
(369) 

-$70 
(295) 

-$38 
(19o) 

-$133 
(112) 

-$73 
(3,527) 

$375 

-$69 
(31) 

$51 
(83) 

(35) 

-$60 
(29) 

-$303 
(15) 

$12 
(3,527) 

$118 

(8) 

-$103 

(38) 

$25 
(108) 

$102 
(79) 

$14 
(46) 

-$336 
(15) 

$39 
(3,527) 

(46) 

$22 
(280) 

$57 
(529) 

(293) 

$110 
(166) 

-$6 
(85) 

$153 
(3,527) 

$20 

$23 
(67) 

$256 

(36) 

$267 
(20) 

$513 
(u) 

$38 
(3,527) 

$250 
(4) 

$41 
(12) 

-$77 

(38) 

(27) 

8 
(18) 

$250 

(5) 

$152 

(3,527) 

$203 
(16) 

$85 
(44) 

$159 
(loo) 

$105 
(81) 

$251 
(49) 

$169 
(13) 

1/ Total annual in 1967. 

Table 3 displays the R- squares, regression co- 
efficients, s, and Sy.x for nine regression 
equations. (See Table 2 for the definition and 
scaling of individual variables.) In all of the 
equations, the dependent variable is the actual 
expenditures on vaca7ion travel from June 1968 
to November 1968 (EXPV2). Expected expenditures 

on travel coipletaly dominates all the 

equations in which it is included. Only total 
income 

(I1967) 
is also clearly significant in all 

of the equations in which it appears. In fact as 
long as EMI* and 

I1 §67 
are included, no other 

variables improve th regression equation. In 
most of the equation, however, education of head 
(EH1) explains a significant portion of the var- 

iance. Other objective variables such as marital 
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status, number of children, and number of children 
under six years are seldom significant. A priori, 
it would have seemed likely that the number of 
children under six would have proved more useful. 
Liquid assets (LA1) is significant both times it 

appears in the equation. But LA1 does not reduce 

Sy.x or improve R2. 

The performance of the.attitudiñal. variables is 
also somewhat disappointing. Neither expected 
business conditions (EBC1 *) nor good or bad time 

to buy durable goods (TB1 *) explain a significant 

portion of the variance in household vacation ex- 
penditures. Attitudinal variables, of course, have 
never performed particularly well in cross- section 
studies. Consequently, this does not necessarily 
mean that attitudinal variables would also perform 
poorly in a tine series study of vacation travel 
exnenditures.5/ 



The five regression equations in Table 4 relate 
changes in the objective and subjective variables 
with the change in expenditures on vacation trips. 
The results in general are quite similar to those 
reported above. The major exception is that the 
only significant first difference is expected 
vacation expenditures (p EEV1 None of the 

other first differences make any contribution to 
the regression equation. It is also interesting 
to note that actual expenditures on vacations in 
the previous period (EXPV2) is highly significant. 

In a sense, EXPV2 is a stock variable. 

Summary 

A number of variables which are worthy of study do 
not appear in these equations, but will be examined 
in the future. Among these are spending on dur- 
able goods, changes in assets and debts, permanent 
income, and ownership of vacation homes. The 
analysis presented above, however, indicates that 
anticipated expenditures on travel is a powerful 
variable in a cross -section study of household 
expenditures on travel. Income, although much 
weaker, also appears to be fairly important. 
Other objective variables such as the number of 
children under six, age of head, education, and 

liquid assets seem to be rather weak determinants_ 
of household spending on vacation travel. 

Table 2. --CAS VARIABLES INCLUDED IN REGRESSION 
ANALYSIS 

= Age of head (as reported in the first CAS 
interview) 

1 = Under 25 years 
2 = 25 to 29 years 
3 = 30 to 34 years 
4 = 35 to 39 years 
5 40 to 44 years 
6 = 45 to 54 years 
7 = 55 to 64 years 
8 = 65 years or older 

AW1 = Age of wife 

Scaling is same as for 

= Education of head 

1 = no education 
2 = 1 to 8 years of elementary school 
3 = 1 to 3 years of high school 

4 = 4 years of high school 
5 = 1 to 3 years of college 
6 = 4 years of college 
7 = 5 or more years of college 

= Education of wife 

Scaling is same as for 

NC1 = Number of children 

1 = no children 
2 = 1 child 
3 = married, 1 child, and head under 45 
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4 = married, 1 child, and head over 45 
5 = married, no children 
6 = single, no children 

NC61 Number of children under six years 

Same as NC1 

Lit = Amount in liquid assets 

Actual dollar amounts (5 digits) 

LA1 Amount in liquid assets in period t minus 
amount in liquid assets in period t -1 

= Expected business conditions 

1 = much better 
2 = better 
3 about the same, don't know 
4 = worse 
5 = much worse 

EXPV2 = Actual expenditures on vacation travel 
expenditures in the second interview 

Actual dollar amounts (5 digits) 

EBC_1 Expected business conditions in period t 

minus expected business conditions in 
period t -1 

TBt = Good or bad time to buy large durable 
goods 

1 = very good 
2 = good 
3 = partly good, partly bad; don't know 

4= bad 
5 = very bad 

TB1 = Good or bad time to buy in period t minus 
good or bad time to buy in period t -1 

= Vacation expenditures by household since 
last visit 

Actual dollar amounts (5 digits) 

Vacation expenditures in period t minus 
vacation expenditures in period t -1 

EEVt* = Expected expenditures on vacations (the 

product of a household's probability of 
taking a trip and their likely expendi- 
tures if they do take a trip) 

Actual dollar amount (5 digits) 

EEV3= Expected expenditures on vacations in 
period t minus expected expenditures in 

period t -1 

= Total annual income from all sources 

Actual dollar amount (5 digits) 

I Total annual income for year y minus 
total annual income for year y -1 



Table 3.- REGRESSION EQUATIONS WITH OBJECTIVE AND ANTICIPATORY VARIABLES, DEPENDENT VARIABLE IS HOUSEHOLD VACATION EXPENDITURES 

(t values are shown in-parentheses)- 

Equation 
number 

2 
REGRESSION COEFFICIENTS 

Sy.x 
R I1967 

N061 
- 

NC LAI EBC1* 

I 0.003 15.81 19.1 
-- -- 

-- -- 0.35 -- -- - 120.71 355.22 
(3.03) (2.72) (2.68) (18.55) 

II 0.004 -- -11.94 -- -- -- 0.35 -- -- 50.28 356.16 
(3.96) ( -1.05) (18.52) 

III 0.004 -- -- -- -- -- -- 0.35 15.74 -- 0.553 356.07 
(4.06) (18.67) (1.42) 

IV 0.008 17.43 2.51 -- -- -- -- -- -- -- -96.97 400.72 
(7.94) (2.26) (0.64) 

V .25 0.004 17.37 18.73 -- -- -0.002 -- 0.36 11.33 -- -149.38 354.79 
(3.67) (2.93) (2.62) ( -2.28) (18.67) (1.02) 

.25 0.004 7.56 19.08 -0.002 -- -- 29.31 0.36 11.92 -6.12 -163.91 354.94 
(3.54) (0.63) (2.64) ( -2.27) (0.64) (18.53) (1.07) ( -0.59) 

VII .24 0.004 -- -- -- -- -- -- 0.35 15.66 -- 0.94 356.14 
(4.07) (18.67) (1.42) 

VIII 0.004 -- -- -- -- -- -- 0.35 -- -- 42.6 356.17 
(4.05) (18.63) 

Ix .25 0.004 7.06 19.91 -2.31 3.40 -0.002 30.39 0.36 12.04 -6.11 159.77 355.20 
(3.41) (0.59) (2.42) ( -0.17) (0.58) (02.20) (0.67) (18.49) (1.08) ( -0.59) 

NOTE: In order to test several hypotheses the CAS sample was split into A and B segments. The regression equation shown above are 
based on the 1747 households included in the A segment. The numbers shown above are coefficients for the variables included in each 
equation. 



Table 4.-- REGRESSION EQUATIONS WITH SELECTED OBJECTIVE AND ANTICIPATORY VARIABLES, DEPENDENT VARIABLE IS 
CHANGES IN VACATION EXPENDITURES 

(Numbers in parentheses are t- values) 

Equation 
number 

I 

II 

III 

IV 

V 

R2 

REGRESSION COhtPICIENTS 

S 
y.x [NEEV1* ZN A TB1* EEV1* 

0.14 

0.14 

0.14 

0.14 

0.45 

0.35 
(16.56) 

0.35 
(16.56) 

0.35 
(16.54) 

0.35 
(16.50) 

0.35 
(18.38) 

0.003 
(1.68) 

0.003 
(1.69) 

0.003 
(1.65) 

0.003 
(1.60) 

-- 

-5.20 
( -0.43) 

-5.80 
( -0.48) 

5.83 
( -0.48) 

-5.88 
( -0.61) 

-- 

6.00 

(0.52) 

5.93 
(0.51) 

-- 

-- 

0.0002 
(0.15) 

-- 

-- 

-- 

-- 

0.30 
(12.52X-31.6) 

-- 

-0.88 

2.79 

2.41 

2.95 

2.53 

100.56 

520.21 

520.33 

520.44 

520.59 

414.98 

NOTE: In order to test several hypotheses the CAS sample was split into A and B segments. The re- 

gression equations shown above are based on the 1747 households included in the A segment. The 

numbers shown above are coefficients for the variables included in each equation. 

FOOTNOTES 

1/ Detailed household travel expenditures will 
be collected in the 1972 Consumer Expenditures 
Survey sponsored by the Bureau of Labor Statis- 
tics. It will then be possible to compare them 
with 1961 expenditure data. 

/ Part of the difficulty lies in the fact that 
travel expenditures are spread out over a rather 
large number of non -durables and services. 
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See Michael K. Evans and Lawrence R. Klein, 
The Wharton Econometric Forecasting Model (2nd 
edition, University of Pennsylvania, Economics 
Research Unit, 1968). 

4/ John B. Lansing and Dwight M. Blood, "A Cross - 
Section Analysis of Non -business Air Travel," 
Journal of American Statistical Association, 
December 1958. 

See F. Gerard Adams, "Prediction With Consumer 
Attitudes: The Time Series -Cross Section Paradox," 
Review of Economics and Statistics, November 1965. 



SOME RELATIONSHIPS BETWEEN CONSUMER ATTITUDES AND SPENDING 
John McNeil, Bureau of the Census 

Introduction 

A number of organizations are engaged in the col- 
lection of periodib survey data on consumer an- 
ticipations. Thee data are usually thought of as 
falling into two categories: attitudes and inten- 
tions. The former category includes those questions 
which seek to reveal the respondents feelings about 
his personal economic situation or about the eco 
nomic situation in general. Intentions questions 
are concerned with expected purchases of specific 
items or groups of items. 

Consumer anticipations data have been collected in 
the United States at least since the 1946 Survey 
of Consumer Finances. Among the organizations now 
engaged in collecting this information are the 
Survey Research Center of the University of Mich- 
igan, the Conference Board, the Albert Sindlinger 
Co., and the U.S. Bureau of the Census. 

These data are collected with the expectation that 
they will make a net contribution to forecasts of 
consumer spending. The importance and difficulty 
of forecasting changes in consumer spending can 
hardly be exaggerated. Changes in consumer spend- 
ing on durable goods, especially automobiles, are 
probably the most important source of cyclical 
instability,jJ forecasters regard consumer 
spending as the most intractable of sectors. An- 
ticipations surveys owe their existence to the 
generally poor record of forecast equations which 
contain only the traditional stock, income, and 
price variables. The man who is most responsible 
for the initiation of consumer anticipations 
surveys, George Katona, states flatly that "at- 
titudes matter" and! "willingness to spend" must 
be given equal consideration with "ability to 
spend." 

The failure of traditional equations and the 
acceptance of the proposition. that attitudes are 
important does not necessarily lead to the con- 
clusion that forecasts of consumer spending can . 

be improved by using any of the survey results 
currently available Twenty five years have pass- 
ed since consumer anticipations data were first 
collected on a national basis, and the issue of 
predictive value alive. There have been, 
of course, a number of studies designed to measure 
the explanatory and predictive power of anticipa- 
tions data. Before we consider the implications 
of of the new results from the experimental 
Consumer Anticipatidns Survey, it might be useful 
to summarize some these earlier studies. 

A Review of Selected Studies 

(1) In 1955, Klein and Lansing offered this con- 
clusion after a cross -section study of 1,000 house- 
holds interviewed initially in early 1952 and again 
in early 1953: 

"In working with the attitudinal variables, 
we were particularly impressed with the 
importance of buying plans. The coefficient 
for this term in the equation was highly 
reliable, amounting to alnost times its 
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own standard error. Fluctuations from year 
to year in the estimated proportion who buy 
turned out to be dominated by plans to buy 
and by the feeling of financial well being. 
Nevertheless the whole analysis shows that 
buying plans alone are not adequate to dis- 
criminate between purchasers and nonpurchas- 
ers." 

"In addition to plans to buy, the question 
on feeling of financial well being stood up 
well. In each of our calculations, those who 
felt 'better off' were more likely to buy 
even after taking plans to buy and the other 
variables into account." 

(2) In 1955, the report of the Consultant Commit- 
tee on Consumer Survey Statistics3 (organized by 
the Federal Reserve Board at the request of the 
Joint Committee on the Economic Report) contained 
this summary. 

(a) "Buying intentions, properly interpreted, 
appear to have predictive value. The 
extent of their predictive usefulness and 
the optimal way of combining them with 
other information are still to be deter- 
mined by further research and experience. 

(b) Other attitudes are highly correlated with 
buying intentions, both over time and as 
among spending units; and there is so far 
no convincing evidence that they make an 
independent contribution to ability to 
predict, however interesting these atti- 
tudes may be for other purposes." 

(3) In a paper published in 1960, Mueller!/ re- 
ported on the results of a panel study which in- 
volved four interviews with 800 households at 6 
month intervals over the period June 1954 - Dec- 
ember 1955. Mueller offers this conclusion: 

"The results of the tests described here are 
not yet conclusive. On the positive side 
were (1) the strong relationship between 
attitudes and purchases obtained in the ag- 
gregative test over the short period for 
which data were available, and (2) the find- 
ings that at the individual level attitudes 
exhibited a pronounced influence on purchases 
in two of the three periods studied (as long 
as buying plans were disregarded). On the 
negative side is the finding that data on 
consumer attitudes consistently made only a 
small net contribution to forecasts of con- 
sumer spending at the individual level, when 
income, age, and buying plans were also taken 
into account. However, theoretical considera- 
tions suggest that a small net contribution 
by the attitudinal data at the individual 
level is not inconsistent with a considerably 
greater contribution to forecasting at the 
aggregative level." 

Mueller's paper presents an interesting dis- 
cussion of the validity of using cross -section 
results to make judgements about probable time - 
series performance, she states: 



"More important, some variables vary more 
over time than others. There are variables 
such as age or thrift which vary consider- 
ably between individuals, producing correla- 
tions with spending behavior in a cross - 
section without varying appreciably over time; 
their value to business cycle analysts or 
forecasters is almost nil. Hence any con- 
clusions about the significance and relative 
importance of attitudes and buying plans 
must be drawn in the light of their cross - 
section relation to behavior and their var- 
iation over time. 

Consideration of the bias imparted by omitted 
variables leads to similar conclusions. Kuh 
has demonstrated that 'the biases from ex- 
cluded variables are likely to be of strik- 
ingly different nature in the two cases, 
time series and cross sections. Therefore, 
the propriety of applying estimated behavior 
relations for prediction purposes in one con- 
text that were estimated in another context 
is highly questionable.' The time - series 
error is likely to be caused by dynamic ex- 
cluded variables, which vary to extent 
with the business cycle; the cross -section 
error primarily to static excluded variables 
such as demographic characteristics, persona- 
lity traits, stocks of durable goods owned. 
Conceivably consumer attitudes, having a 
clear business cycle reference, are correla- 
ted with the dynamic excluded variables and 
reflect of their impact on spending, 
while buying plans may be more closely rela- 
ted to the static excluded variables. If 
this assumption is correct, time -series tests 
would have a tendency to overestimate the 
influence of attitudes and cross- section 
tests a tendency to overestimate the influ- 
ence of buying plans." 

In a comment on Mueller's paper, Eisner makes 
this statement: 

"To summarize, I think the weight of evidence 
including the new data presented by Miss 
Mueller suggest that consumer - intentions 
data in the major household expenditures on 
durable goods area do have predictive value, 
whereas the evidence for consumer attitudes 
as distinct from intentions is mostly nega- 
tive though not conclusive." 

(4) In a paper published in 1960, Arthur Okun' 
examined the time -series performance of the anti- 
cipations data collected by the Survey Research 
Center during the period 1949 -1955. His results 
showed that buying plans made a net contribution 
to the explanation of expenditures on cars, but 
were not useful in explaining expenditures on 
other durables. No other SRC attitudinal measure 
made a contribution to the explanation of expen- 
ditures net of buying plans. 

Okun also demonstrated mathematically that if in- 
tentions have predictive value in the cross -section, 
they will also have, except under certain unreal- 
istic conditions, predictive value over time. 
Unfortunately, the demonstration does not tell us 
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anything about the amount of variance intentions 
are likely to explain, nor does it tell us whether 
predictive value will exist net of other variables. 

(5) In 1959, Tobin offered these conclusions 
from a cross -section study: 

"Buying intentions have predictive value; 
other attitudinal questions do not. This 
conclusion is the inescapable testimony of 
this analysis of the evidence of this re- 
interview sample." 

(6) In 1963, Mueller7/ presented the results of 
a time -series study, of the explanatory value of 
attitudes and intentions. Her regression results 
'indicated that attitudes, but not intentions, had 
predictive value. The analysis did not attempt 
to prove that attitudinal variables had predictive 
usefulness net of all "objective" variables, but 
several income variables as well as lagged depe- 
dent variables were included to test their effect 
on the estimated coefficients of the attitudinal 
variables. 

(7) In an exhaustive cross -section study publish- 
ed in 1964, JusterW found that intentions to buy 
were highly significant in explaining actual pur- 
chases. Only income and a question asking "whether 
there is a good or bad time to buy durables" are 
consistently significant when intentions are pre- 
sent in the equation. 

Juster also states: "The most important find- 
ing is that consumer buying intentions es- 
sentially reflect judgements by respondents 
about their probability of purchasing a parti- 
cular commodity. It follows as a matter of 
course that surveys should attempt to estimate 
mean purchase probability in the population, 
not the proportion with sufficiently high 
probabilities to report that they 'intend to 

(8) In a 1964 paper, Adans2/investigated the time 
series performance of the SRC measures of attitudes 
and intentions to buy, using 24 observations cov- 
ering the period 1952 -62. His conclusion: 

"Regression analysis of attitudes and of buy- 
ing plans as predictors of consumer durable 
expenditures show that attitudes made'a sig- 
nificant contribution to forecasting durable 
expenditures. Buying plans do not improve 
the correlation once the income and attitudes 
are present in the equation..." 

(9) In a 1966 paper, Juste reported on a test 
of a "new" method of measuring expected purchases. 
The test was the basis for the Census Bureau's 
decision to move from an "intentions" format to a 
"probability" format. The intentions question 
asked respondents if they "expected to buy." The 
probability question asks respondents about their 
"chances (in 100) of buying." According to Juster: 

"A number of points stand out. First, it is 
clear that households classified as nonintend- 
ers have been successfully distributed into 
more homogeneous subgroups by the probability 



survey.... It is not so clear that the pro- 
bability scale works as well among the 
straightforward intender classes.... On the 
other hand, the intentions classes do not 
generally appear to be effective discrimina- 
tors within probability classes.... Finally, 
it should be noted that the vast majority 
of purchases are made by households that re- 
port non -zero 'purchase probabilities." 

(10) In a paper prepared in 1967 but published in 
1969, JusterW examined a number of models, based 
primarily on anticipatory variables. This was one 
of the first studies to include an analysis of the 
time- series performance of the Census Bureau series 
on buying intentions. The models were estimated 
over several time periods, including the period 
1953 -1967. The buying intentions series used for 
the longer time periods linked the SRC series on 
intentions to the Census Bureau series to obtain 
pre -1959 values (the Census Bureau survey began 
in 1959). Juster oncludes: 

"On the who.le,l this examination of anticipa- 
tory demand models brings out two clear -cut 
conclusions. First, the anticipations series 
themselves are strong cyclical indicators; 
both consumer attitudes and consumer buying 
intentions have cyclical turning points which 
precede those in durable goods and automobile 
expenditures about six months. The atti- 
tude index appears to be a bit better at re- 
flecting turning points than buying intentions, 
partly because the series itself is consider- 
ably reduced since the initiation of the large 
sample Census Bureau survey in 1959. 

Although both anticipations series contain 
pronounced cyclical movements, only buying 
intentions appear to have a distinct trend 
component. This factor works to the com- 
parative disadvantage of the attitude var- 
iable in regre lion models, since all of the 
trend influences on durable goods expenditures 
must be picked up by other variables. This 
difference in ability to measure trends is 
very probably the explanation for results 
obtained in Section III, where it was found 
that the attitude index was comparatively 
more useful in predicting changes in the 
purchase rate of nonintenders than in pre- 
dicting changes in the population purchase 
rata." 

(11) A December 1969 paper by Burch and Steckle 
provided an analyst of the performance of the SRC 
Index of Consumer Sentiment in predicting turns 
in the consumption of real durables. Their con- 
clusion: 

"When the index is used as an indicator with 
every reversal of movement counted as a 'sig- 
nal' the index correctly forecasts every ma- 
jor movement in durable consumption but also 
provides a of false turns. When 
stringent criteria are applied, the 
number of false leads declines, but the 
date at which turns in the index can be 
identified often lag the consumption move - 
manta." 
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(12) In a 1969 paper, Juster and Wachtell /intro- 
duced the hypothesis that attitudes are a measure 
of "uncertainty." According to this hypothesis, 
a survey measure of expected car purchases together 
with a variable intended to reflect the influence 
of unforeseen events are enough to provide unbiased 
forecasts, given the "typical" amount of consumer 
uncertainty. The variable selected to represent 
unforeseen events is the rate of unemployment 
during the forecast period: hence the model pro- 
duces contingent forecasts. Forecasts based on 
these two variables must be corrected, however, 
by a measure of the extent of deterioration of 
improvement in attitudes during periods when un- 
certainty is changing. The third variable in the 
(contingent) forecast equation becomes, therefore, 
a "filtered" Index of Consumer Sentiment. During 
periods when the SRC Index is stable or moving 
randomly, the amount of uncertainty is considered 
"typical" the sentiment variable takes on a 
value of zero. The sentiment variable takes on a 
non -zero value only when the change over two 
quarters is large or the change over three quarters 
is small but consistent. 

The paper presents regression results using the 
three variable model described above. The results 
show that the "filtered" Index of Consumer Senti- 
ment is superior to the "continuous" Index in terms 
of significance and parameter stability (the model 
was tested for various time periods). 

(13) In a 1970 paper, Hymens "tested both the con- 
tinuous and "filtered" SRC Index of Consumer Sen- 
timent in a stock- adjustment automobile equation. 
He found that the "filtered" variable significantly 
improved the explanatory power of the equation. 
Attempts to include the continuous variable proved 
fruitless. Hymens concluded: 

"Economists who make substantial use of sen- 
timent variables, stock market changes, and 
other such non -real (as distinct from unreal) 
quantities in their own forecasts of consumer 
spending tend to shun the structural stock - 
adjustment framework preferred by the majority 
to econometric forecasters. The latter, in 
turn, have tended to reject the complex of 
stock market- sentiment -expectational variables 
as of dubious value and in any case unpre- 
dictable. There no longer appear to be many 
good reasons to maintain this dichotomy of 
approaches. 

Changes in consumer sentiment -- if properly 
filtered -- do improve the forecasting ac- 
curacy of a stock - adjustment model of auto- 
mobile expenditures. It is apparently pos- 
sible to forecast ahead at least one quarter 
(and perhaps further investigation will sug- 
gest still longer) on the basis of the current 
quarter's sentiment index. It is also pos- 
sible to forecast the systematic component of 
the sentiment index one quarter ahead with 
the aid of current stock market prices, thus 
permitting an auto forecast at least two 
quarters ahead without a forecast of stock 
market prices. Beyond this, the need to fore- 
cast the stock market may wall establish the 
practical limit of the usefulness of the 
sentiment index in auto forecasting, except 



for conditional projections of the kind un- 
dertaken in the previous section. Nonethe- 
less, the potential of meaningful improvement 
in forecasting accuracy for two quarters into 
the future is not to be taken lightly. Many 
four -quarter forecasts would have been much 
more accurate if only the errors present 
in the first quarter or two of the forecast 
could have been -measurably reduced." 

Some Comments on Previous Studies 

Studies of the predictive (or explanatory) use- 
fulness of anticipations data fall into three 
categories; (1) cross -section, (2) panel, and 

(3) time -series. Some of the early studies il- 
lustrate an apparent paradox which has received 
widespread publicity: in cross- section tests, 
intentions to buy are significant but attitudes 
are not; in time- series tests, attitudes are 
significant but intentions are not. 

Juster has shown that at least a portion of the 
paradox is illusory. Analysts who claimed that 
intentions data had no signficance in a time - 
series test made that judgement after examining 
the performance of a SRC series on intentions 
which was based on a quarterly sample of fewer 
than 3,000 households and had not been adjusted 
for seasonal variation. Regression studies of 
the series produced by the Census Bureau indicate 
that intentions to buy are significant if adjusted 
for seasonal variation and collected from a sam- 
ple of sufficient size (in this case, about 12,000 
households per quarter). 

A more basic question is whether cross- section 
and time -series results should necessarily be 
consistent. Mueller's (and Kuh's) conclusion 
that they need not be seems well taken. In a 

cross- section test (involving a single observa- 
tion on attitudes), attitudes are basically a 
reflection of interpersonal differences in opti- 
mism. Intentions reflect the age and condition 
of the present car, and such considerations as 
whether a son or daughter is about to reach the 
driving age. Consider the case of two neighbors 
involved. in a cross -section study. Neighbor A 
has been having mechanical difficulties with 
his 3 year old car and says the probability of 
his buying a car is positive. He thinks that 
business conditions will be "about the same" next 
year as they are now. Neighbor B purchased a car 
last month and reports a zero probability of buy- 
ing. He thinks that business conditions will be 
"better" next year. When these two are visited 
six months later we find that Neighbor A did buy 
a car but Neighbor B did not. The conclusion: 
intentions have predictive power; attitudes do not. 

The limitations of cross- section tests are clear. 
The intentions data may and often do reflect var- 
iables which explain individual behavior but which 
have no importance in explaining aggregate be- 
havior over time. Such important explanations of 
individual behavior as accidents, mechanical dif- 
ficulties, and a son or daughter reaching the age 
of 16 are of no interest to the forecaster. It 
seems equally true that attitudes reflect variables 
which are important cyclically, e.g., consumer 
reaction to news about unemployment, prices, and 

income, but which should not be expected to ex- 
plain differences in individual behavior over a 
single time period. 

Judgements concerning the predictive power of an- 
ticipations data must rest on time -series and panel 
evidence. 

The time -series evidence presented in the above 
studies can be summarized as follows: 

1. The SRC Index of Consumer Sentiment has little 

or no net explanatory power when continuous 
values of the index are tested in a relatively 

sophisticated forecast equation. The "filter- 
ed" version of the Index is consistently sig- 
nificant in such equations. 

2. Buying intentions are consistently significant 
in equations seeking to explain the variation 
in new car sales since 1960. The contribution 
of intentions is weakened when the period of 
fit is expended to include years when Census 
Bureau intentions data are not available, and 

the series must be taken from the smaller 
sample SRC. A qualification to this time - 

series evidence is the presence of trend in 

both car sales and intentions during the 1960's. 

There is no published panel evidence on the predic- 
tive value of anticipations data although Mueller's 
1960 paper was based on data collected from a panel 
(800 households were visited four times at six 
month intervals). Her analysis involved the 
classification of households by their attitude 
score at the beginning of a period and by their 
change of attitude during the period. She then 
computed each group's "expected" purchase rate 
for major durable goods based on the income level 
of the families in the group. She then examined 

the ratio of actual to expected purchases for 

each group to measure the net influence of attitude 
change. The analysis was repeated for four time 

periods. The results showed a rather weak net 
relationship between attitude change and purchases 
of major durables. Households with improving 
attitudes had the highest relative purchase rate 

twice in the four tests; households with no change 
in attitudes and households with deteriorating 
attitudes had the highest rate once each. 

Some Evidence from the Consumer Anticipations 
Survey 

The experimental Consumer Anticipations Survey (CAS), 
conducted by the Bureau of the Census, collected 
data on both purchase probabilities and attitudes 
several times on a panel of approximately 3,500 
households. The CAS data on attitudes are rather 
limited; five attitudinal questions were asked in 
the first visit, but only two each in the second 
and third and none in the fourth and fifth. 

Tables 1 through 3 show that results usually shown 
for cross -section studies of anticipations data. 
They are based on data collected in the first two 
CAS visits; May 1968 and November 1968. The tables 
are based on data for 3,527 CAS respondents and 
show average household expenditures on a collection 
of major items including appliances, television 
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sets, hi -fi equipment, furniture, home improve- 
ments, cars and light trucks (less trade -ins), 
and vacation trips, cross -classified by income 
level and response! to questions on attitudes 
and expected purchases. Tables 4 through 6 are 
based on data collected in four of the CAS visits 
and show changes in actual expenditures by changes 
in attitudes and expected purchases. The changes 
in expenditures are from the six month period 
May 1968 November 1968; to the six month period 
Nay 1969 November 1969. The changes in attitudes 
and expected purchases are from May 1968 to May 
1969. 

The CAS method of asking attitudinal questions re- 
quired interviewers to probe in an effort to dis- 
tinguish between "very good" and "good" and between 
"very bad" and "bad." For example, if a respondent 
said he expected bUsiness conditions to be better 
a year from now, he was asked if he thought con- 
ditions would be "much better" or just "better." 
These "very good" and "very bad" categories are 
usually so small so as to be of little analytical 
use. 

Tables 1 and 2 show that there is a tendency for 
optimists to spend more than pessimists, and this 
tendency persists when households are classified 
by income. The relationship is not particularly 
strong, however. tends to break down at the 
"much and worse" categories, and 
there are a number of exceptions throughout the 
income categories. Table 3 shows expenditures 
on cars and tracks by responses to a question on 
the chances of buying a car within 6 months. 
There is a fairly strong relationship between the 
expected and actual measures, but the table also 
illustrates the old, problem of the "nonintenders 
purchase rater In this instance, households with 
a reported zero probability of buying actually 
spent an average of $251 during the subsequent 
6 months, and accounted for 35 percent of the 
total expenditures of the group. 

Tables 4 through 6 how changes in expenditures 
by changes in responses to questions on attitudes 
and chances of buying. The following scales were 
used to code answer! to questions on attitudes: 

Expected business c editions Good /bad time to buy 
1. Much better 1. Very good 
2. Batter 2. Good 

3. Same 3. Partly good/ 
partly bad 

4. Worse 4. Bad 
5. worse! 5. Very bad 

The changes in attitudes shown in tables 4 and 5 

are calculated by s4bstracting the May 1969 code 
from the May 1968 code. For example, a change 
from "good time to buy" to "partly good /partly 

would equal minus one. 

Tables 4 and 5 show almost no relationship between 
changes in attitudes and changes in spending. 
Households reporting a one or two point decline 
in their responses the question on expected 
business conditions increased their spending more 
than those with no change, and those reporting 
no change had a larger spending increase than 
those with a one or two point improvement. The 

153 

question on good /bad time to buy produced no bet- 
ter results. Households with one or two point 
declines in attitudes did have a relatively small 
spending increase, but households with no change 
in attitudes had a much larger increase than those 
with an improvement in attitudes. 

Table 6 shows the relationship between changes 
in expected car purchases and changes in actual 
spending. Households reporting lower purchase 
probabilities tend to reduce their spending; 
households reporting higher probabilities tend 
to increase their spending. 

Tables A and B present selected regression results 
based on 1,747 observations, or about one -half of 
the households represented in tables 1 through 6. 
Table A shows results using expenditures on house- 
hold durables, home improvements, cars and light 
trucks, and vacation trips as the dependent var- 
iable and as the independent variable (1) annual 
levels of income, and (2) amount in liquid assets 
(savings accounts, bonds, and stocks), (3) pro- 
bability of buying a car within 6 months, (4) ex- 
pected expenditures on appliances, entertainment 
items, furniture, and home improvements, (5) pro- 
bability of buying a house within 12 months, (6) 

expected business conditions, and (7) good or bad 
time to buy. Table B shows the results of using 
changes in these items. 

Table A shows that four of the seven independent 
variables are significant in explaining the level 
of aggregate expenditures. In descending order 
of significance, they are, (1) the probability of 
buying a car within 6 months, (2) expected expen- 
ditures on appliances, entertainment items, furni- 
ture and home improvements, (3) income, and (4) 

liquid assets. Both attitudinal measures have the 
right sign (scaled from 1 "very good" to 5 "very 
bad," but neither is significant. 

Table B shows that the income and assets variables 
lose their significance when first differences 
are taken. The car probability variable is just 
as powerful as in the levels regression and the 
significance of the expected expenditures variable 
is only slightly diminished. Neither attitudinal 
measure is significant but the change in expected 
business conditions has the right sign and a "t" 
ratio of over 1. 

Conclusion 

There is time - series evidence that anticipations 
data, in the form of both attitudes and intentions, 
have net predictive value. The evidence must be 
qualified by two considerations: (1) attitudes 
appear to be important at some but not all, points 
in time, and (2) the relationship between intentions 
and actual car purchases is strongly influenced by 
trends in both series. 

If the evidence that both attitudes and intentions 
provide unique information which is helpful in 
explaining and predicting consumer behavior over 
time is accepted, it should be possible to demon- 
strate the usefulness of such data on the individual 
level. By individual level, we do not mean the 
sort of cross -section test reviewed above. Com- 
paring the purchase rates of optimists and pessi- 



mists is not a very useful exercise. But if in- 
dividual changes in attitudes and intentions are 
not related to individual changes in spending, 
the time -series evidence should be called into 
question. 

The CAS results shown above are not inconsistent 
with the time -series evidence concerning inten- 
tions. There appears to be a reasonably strong 
first difference relationship on the individual 
level. The CAS results on attitudes are less 
favorable. Changes in attitudes were not associa- 
ted with subsequent changes in spending. Even 
this result is not necessarily inconsistent with 
the Juster- Wachtel hypothesis that only large 
and /or persistent attitudinal changes matter. 

The failure of attitudes in this panel test sug- 
gests that changes in attitudes are important 
only if they reflect widespread changes in other 
economic phenomena. The contribution of attitudes 
in the Juster - Wachtel and Hymans studies suggest 
either that these "other" variables have yet to 

be identified or that their relationships to 

spending are not simple and linear. Until these 
"other" variables are identified and correctly 
specified, forecast equations can be improved by 
including an attitudinal variable. 
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Table l.-- EXPENDITURES ON HOUSEHOLD DURABLES, CARS AND LIGHT TRUCKS, AND VACATIONS BY LEVEL OF ANNUAL 
INCOME AND RESPONSE TO QUESTION ON EXPECTED BUSINESS CONDITIONS ONE YEAR HENCE 

(Average reported expenditure during the period May 1968 November 1968) 

1967 Income Total 

May 1968 response to question on expected business conditions one 
year hence 

All households... 

Under $5,000 

$5,000 to $9,999 

$10,000 to $14,999.... 

$15,000 to $19,999.... 

$20,000 to $29,999... 

$30,000 and over 

$1,100 

(3,527) 

(1124) 

$632 
(310) 

60 

(1,121) 

$1,046 

(946) 

$1,384 
(449) 

$1,749 

(577) 

Much better 

$930 
(73) 

$1,033 

$270 

(9) 

$265 
(12) 

(8) 

$1,763 
(20) 

'Better Same Worse 

$1,171 
(1,606) 

(58) 

$700 
(US) 

=49 

(511) 

$1,125 
(429) 

$1,538 
(208) 

$1,793 
(285) 

$1,063 

(997) 

$915 
(31) 

$704 
(107) 

$883 
(308) 

$1,025 
(277) 

$1,239 
(128) 

$1,651 
(146) 

$970 
(509) 

$449 
(52) 

$767 
(170) 

(120) 

$1,118 
(70) 

$1,845 
(79) 

Much worse 

$1,148 

(30) 

5) 

$238 
(1) 

$1,659 
(12) 

(9) 

$1,774 

$1,370 
(6) 

Don't know 

$1,106 

(312) 

$145 
(13) 

$542 
(26) 

$975 
(l08) 

$1,210 

(90) 

$1,397 
(34) 

$1,645 

(41) 

NOTE: Household di..rabies include kitchen range, washing machine, clothes dryer, refrigerator, freezer, 

dishwasher, television set, hi -fi equipment, musical instrument, room air conditioner, furniture, 
floor coverings, and home improvements. 

Table 2.- EXPENDIT ON HOUSEHOLD DURABLES, CARS AND LIGHT TRUCKS, AND VACATIONS BY LEVEL OF ANNUAL 
INCOME AND RESPONSE TO QUESTION ON GOOD /BAD TIME TO BUY 

(Average reported expenditure during the period May 1968-November 1968) 

May 1968 response to good /bad time to buy question 

1967 Income Total 
Very good Good 

All households $1,100 
(3,527) 

$1,059 

(48) 

$1,176 
(1,611) 

Under $5,000 $204 $852 
(124) (7) (50) 

$5,000 to $9,999 $632 $666 $737 

(310) (110) 

$10,000 to $14,999.1 $860 
(1,121) $88994) 

$15,000 to $19,999.1 $1,046 $617 $1,056 

(946) (11) (437) 

$20,000 to $29,999., $1,384 $1,910 $1,467 

(449) (5) (239) 

$30,000 and over $1,749 $1,863 $1,794 

(577) (13) (295) 

Partly good, 
partly bad 

Bad Very bad Don't know 

$1,098 
(859) 

$256 
(24) 

$594 
(76) 

(2283) 

$1,059 
(248) 

$1,489 
(92) 

$1,767 

(136) 

$903 
(605) 

$1,050 
(27) 

$527 
(79) 

$709 
(208) 

$984 
(145) 

$1,164 
(63) 

$1,357 

(83) 

$856 

(2) 

$533 

(7) 

$1,146 
(25) 

$640 
(16) 

$279 

(6) 

$1,58 (0 

$1,149 

(343) 

$1,111 
(14) 

$636 
(32) 

$913 
(119) 

$1,186 

(89) 

$1,117 
(44) 

$2,106 
(45) 
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Table 3. --NET EXPENDITURES ON CARS AND LIGHT TRUCKS BY LEVEL OF ANNUAL INCOME AND RESPONSE TO QUESTION 
ON PROBABILITY OF BUYING A CAR WITHIN 6 MONTHS 

(Average reported expenditure during the period May 1968 November 1968) 

1967 Income Total 

May 1968 response to question on probability of buying a car within 
6 months 

(Number of chances in 100) 

10 to 30 40 to 70 to 90 100 

households $463 $251 $443 $740 $938 $1,435 

(3,527) (2,286) (439) (177) (332) (293) 

Under $5,000 $308 $165 $1.05 $292 $925 $1,425 

(124) (89) (11) (6) (lo) (8) 

$5,000 to $9,999 $338 $263 $110 $1,089 $426 $913 
(310) (219) (34) (14) (23) (20) 

$10,000 to $14,999 $405 $231 $465 $580 $978 $1,155 
(1,121) (761) (138) (46) (95) (81) 

$15,000 to $19,999 $409 $228 $428 $498 $909 $1,277 

(946) (614) (123) (53) (85) (71) 

$20,000 to $29,999 $569 $277 $369 $725 $890 $2,157 

(449) (268) (69) (20) (45) (47) 

$30,000 and over $680 $333 $742 $1,221 $1,110 $1,692 

(577) (335) (64) (38) (74) (66) 

Table 4.-- CHANGE IN EXPENDITURES HOUSEHOLD DURABLES, CARS AND LIGHT TRUCKS, AND VACATIONS BY LEVEL OF 
ANNUAL INCOME AND CHANGE IN RESPONSE TO QUESTION ON EXPECTED BUSINESS CONDITIONS 

(Change in expenditures from May 68 Nov. 68 to May 69Nov. 69: Change in attitudes towards 
expected business conditions from May 68 to May 69) 

1967 Income Total 
Chang e in attitude towards expected business condi tions 

-3 to -4 -1 to -2 +1 to +2 +3 to +4 Don't know 

All households $129 $101 $151 $137 73 -$12 

(3,527) (22) (892) (1,449) (765) (14) (385) 

Under $5,000 $163 $3,838 $98 -$106 $170 $550 
(124) (2) (35) (48) (19) (20) 

$5,000 to $9,999 $40 -$273 $1 -$98 $245 $925 $99 
(310) (5) (74) (113) (79) (1) (38) 

$10,000 to $14,999 $56 $20 $65 5 $104 $945 -$196 
(1,121) (6) (312) (232) (5) (124) 

$15,000 to $19,999 
18 9) 

$163 $250 
(228) 

$105 

(398) 

$186 

(199) 

$822 -$28 
(111) 

$20,000 to $29,999 $256 -$1,400 $232 $418 $407 -$704 

(449) (2) (111) (181) (113) (42) 

$30,000 and over $181 -$345 $212 $247 -$204 $748 
(577) (5) (132) (267) (123) (50) 
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Table 5.-- CHANGE IN EXPENDITURES ON HOUSEHOLD DURABLES, CARS AND LIGHT TRUCKS, AND VACATIONS BY L1 EL OF 
ANNUAL INCOME AND CHANGE IN RESPONSE TO QUESTION ON GOOD /BAD TIME TO BUY 

(Change in expenditures from May 68 Nov. 68 to May 69 Nov. 69: Change in attitude towards 
good /bad time to buy from May 68 to May 69) 

1967 Income Total 
Change in attitude towards good /bad time to buy 

-3 to -4 -1 to -2 +1 to +2 +3 to +4 Don't know 

All households.... 

Under $5,000 

$5,000 to $9,999 

$10,000 to $14,999 

$15,000 to $19,9991 

$20,000 to $29,9991 

$30,000 and over 

$129 

(3,527) 

$163 

(124) 

$40 
(310) 

$56 
(1,121) 

$148 
(946) 

$256 
(449) 

$181 

(577) 

$376 
(43) 

$575 

(6) 

$392 
(3) 

$91 
(12) 

-$23 

(u) 

$689 
(5) 

$1,211 
(6) 

$42 
(878) 

$645 
(35) 

-$67 
(80) 

-$24 
(302) 

$51 

(236) 

-$22 
(102) 

140) 

$246 
(1,421) 

$202 

(45) 

$69 
(121) 

$207 

(404) 

(3396) 

$354 
(204) 

$286 

(251) 

$89 
(727) 

(21) 

$149 
(61) 

$63 
(245) 

$204 
(188) 

$1o6 
(13o) 

$801 
(27) 

$1,325 
(1) 

$1,192 
(3) 

$181 
(9) 

$539 

$3, 775 

(3) 

$6(g) 

-$82 
(431) 

-$381 
(16) 

-$106 

(42) 

-$192 
(149) 

-$157 
(111) 

$601 

(53) 

Table 6.-- CHANGE IN NET EXPENDITURES ON CARS AND LIGHT TRUCKS BY LEVEL OF ANNUAL INCOME AND CHANGE IN 
RESPONSE TO QUESTION ON PROBABILITY OF BUYING A CAR WITHIN 6 MONTHS 

(Change in expenditures from May 68 Nov. 68 to May 69 Nov. 69: Change in response to question 

on car buying probability from May 68 to May 69) 

1967 Income Total 

Change in reported probability of buying a car within 6 months 

(Number of chances in 100) 

-70 to -100 -20 to -60 -10 to +10 +20 to +60 +70 to +100 

All households... 

Under $5,000 

$5,000 to $9,999...x 

$10,000 to $14,999 

$15,000 to $19,999 

$20,000 to $29,999 

$30,000 and over 

$177 -$868 

(3,527) (409) 

$286 -$350 

(124) (14) 

(310) 
-$36o 

(30) 

$48 -$1,006 
(1,121) (115) 

$232 -$941 
(946) (105) 

84 

(449) (54) 

$2 (577) (91) 

-$319 
(370) 

-$261 
(9) 

-$245 
(33) 

.4201 
(114) 

-$299 
(94) 

-$233 
(58) 

-$772 
(62) 

$57 
(1,862) 

$125 
(81) 

-$137 
(188) 

$16 

(634) 

$93 

(486) 

$164 
(207) 

$121 

(266) 

$764 
(507) 

$1,250 
(12) 

$971 
(33) 

(158) 

14 
(158) 

(70) 

$1,106 
(76) 

$1,592 

(379) 

$1,612 
(8) 

$852 
(26) 

$1,175 
(100) 

$1,672 
(103) 

$2,079 

(60) 

$1,877 
(82) 
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Table A.-- SELECTED REGRESSION RESULTS USING MAY 1968 - NOVEMBER. 1968 EXPENDITURES ON HOUSEHOLD DURABLES, 
CARS LIGHT TRUCKS, AND VACATIONS AS THE 

(Independent variables as measured in May 1968 survey, "t" ratios shown in parentheses) 

Equa- 
tion 

Constant 1967 
income 

Amount 

in 
liquid 
assets 

Probability 
of buying a 
car within 
6 months 

Expected 
expenditures 
on household 
durables and 
vacations 

Probability 
buying a 

use with- 
in 12 months 

Expected 
business 

conditions 
year 

hence 

Good or bad 
to buy 

large durable 
goods like 
cars and 
appliances 

R2 
SEy.x 

I 570.5 .0315 .059 1314.4 

(9.5) (10.4) 

It 548.3 .0278 .0074 .062 1312.8 

(9.0) (8.1) (2.3) 

III 822.0 132.2 .116 1274.2 

(23.0) (15.1) 

IV 261.9 .0171 .0089 115.5 .2512 .180 1228.0 

(4.3) (5.2) (2.9) (13.5) (7.1) 

V 420.7 .0169 .0085 115.5 .2490 -54.9 .181 1227.5 

(3.5) (5.1) (2.8) (13.5) (7.0) (1.5) 

VI 503.5 .0169 .0086 115.2 .2488 -33.6 -52.3 .181 1227.6 

(3.3) (5.1) (2.8) (13.4) (7.0) (0.8) (1.5) 

VII 503.9 .0169 .0086 115.2 .2493 .1801 -33.6 -52.1 .181 1227.9 

(3.3) (5.1) (2.8) (13.4) (7.0) (0.1) (0.9) (1.4) 

Table B. ,SELECTED REGRESSION RESULTS USING CHANGE IN EXPENDITURES ON HOUSEHOLD DURABLES, CARS AND LIGHT 
TRUCKS, AND VACATIONS FROM MAY 1968 - NOVEMBER 1968 TO MAY 1969 - NOVEMBER 1969 

AS THE DEPENDENT VARIABLE 

Equa- 
tion 

Constant 
Change 

in 
income 

Change 
e 

liquid 
assets 

in 
probability 
of buying a 
car within 
6 months 

Change in 
expected 

expenditures 
on durables 

and vacation: 

Change in 
probability 
of buying a 
house within 
12 months 

C e in 

business 
conditions 

Change in 
attitude 
towards 

good /bad 
time to buy 

R2 SEy.x 

I 127.5 -.0073 .030 1956.8 

(2.7) (1.2) 

II 118.8 -.0081 .0036 .036 1956.9 

(2.4) (1.4) (0.9) 

III 132.5 139.1 .105 1852.4 

(3.0) (14.3) 

IV 174.2 -.0087 138.5 .2228 .118 1839.6 

(3.9) (1.6) (14.3) (4.9) 

V 177.5 -.0089 138.7 .2228 46.7 .119 1839.5 

(3.9) (1.6) (14.3) (4.9) (1.1) 

VI 170.0 -.0096 .0030 138.7 .2212 46.1 .119 1839.7 

(3.7) (1.7) (0.8) (14.3) (4.9) (1.1) 

VII 169.5 -.0095 .0030 138.7 .2214 46.6 -5.5 .119 1840.2 

(3.6) (1.7) (0.8) (14.3) (4.9) (1.1) (0.1) 

VIII 169.5 -.0095 .0030 138.7 .2219 -.1949 46.7 -5.5 .119 1840.8 

(3.6) (1.7) (0.8) (14.3) (4.9) (0.1) (1.1) (0.1) 
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AN ANALYSIS OF EX -ANTE SAVINGS DATA: SOME PRELIMINARY RESULTS 

F. Thomas Juster and Paul Wachtel 
National Bureau of Economic Research* 

INTRODUCTION 

For the past several years the National Bu- 
reau of Economic Research, in conjunction with 
the U.S. Bureau of the Census, has been conducting 
an experimental survey designed to test a number 
of hypotheses about the possible usefulness of ex- 
ante data on consumer behavior. The experimental 
survey, known as the Consumer Anticipations Sur- 
vey (CAS), began in May 1968 with a sample of 
roughly 4,400 hou$eholds in three suburban areas 
of the country (San Jose, Minneapolis, and 
Boston). The sample selection was non -random and 
purposive, both features designed to reduce sur- 
vey costs; onstituting a serious inter- 
pretative or methodological shortcoming. Sam- 
pling was restricted to moderately high to high 
income Census tracts, in order to get a high fre- 
quency of "positive" readings on activities like 
saving, spending on durables, vacation outlays, 
etc. The survey design called for five waves of 
interviews, each six months apart. The fifth 
interview was not conducted precisely on schedule 
because of budgetary problems, but was carried 
out some four to five months later than origi- 
nally planned. The final interview has not yet 
been completely processed, hence results in this 
paper consist of data from the first four waves. 

The survey yi lded information on a wide 
range of questionslconcerning household decision - 
making. One central element in the survey design 
was the testing of specific question forms about 
prospective expenditures on a wide range of dis- 
cretionary outlays including automobiles, home 
appliances, furniture, home improvements, vaca- 
tions, recreation, and housing. Another was a 
test of the usefulness of ex -ante data on sav- 
ings. A second set of hypotheses concerned the 
effects of family income on spending and saving 
decisions, with sp cial attention to the compo- 
sition of family income between earnings of the 
household head, earnings of supplementary mem- 
bers of the labor force, non -wage income from a 
variety of sources capital gains, and so forth. 
Thus we obtained data on annual earnings for a 
number of past yeasts, hours worked, multiple job 
holdings, labor force participation on the part 
of the wife and other adult family members be- 
side the principal earner, variations in hours 
for supplementary earners, and so on. The idea 
was to examine the ,effects on expenditure and 
savings patterns of both long run and more tran- 
sitory aspects of family income. 

A third component of the survey design fo- 
cussed on a wide rage of questions of peripheral 
interest to the analysis of cyclical variability 
in spending and saving, but of substantial and 
growing interest for analysis of household 

* 
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decision - making generally. Thus we collected ex- 
tensive data on educational level of all house- 
hold members, on schooling status and schooling 
plans for children, on family size and expected 
family size, and on a number of basic demographic 
characteristics of the household. In conjunction 
with the cyclically oriented analysis, we ob- 
tained data on a number of expectational and at- 
titudinal variables similar to those used by the 
Survey Research Center to construct the Index of 
Consumer Sentiment. Other expectational vari- 
ables include judgments about the probability of 
changes in family income and the likelihood of 
changes in earnings, multiple job holding, labor 
force participation, and so on. 

Other papers at this session will concen- 
trate on family decision -making models of a more 
general sort; both Michael and Landsberger rely 
extensively on data from the CAS for their em- 
pirical analysis. The usefulness of the CAS 
for examination of these questions represents an 
unexpected but sizeable bonus from the survey. 

One interesting by- product of this paper, 
and perhaps it may represent more of an embar- 
rassment than anything else, is the possibility 
of comparing the analysis of ex -ante durables 
expenditures in this paper and in the Stoterau 
and McNeil papers. The last two will focus en- 
tirely on the ex -ante discretionary expenditure 
variables for durables and vacations, and should 
in principal show identical results for identical 
empirical tests. The difference is that McNeil 
and Stoterau have based their results on a tape 
prepared at the Census Bureau, while the results 
in this paper are based on a different tape 
prepared at the NBER. We have not, unfortunately, 
had much chance to compare allegedly identical 
results, and thus all of us may learn more about 
the sensitivity of results to differences in 
editing and tape - making procedures than about the 
substantive questions about consumer anticipa- 
tions that the CAS was designed to answer. 

This paper will concentrate on the analysis 
of the ex -ante savings data and will attempt to 
assess its possible usefulness for short -run 
forecasting of consumer behavior. For a variety 
of ex -ante measures relating to discretionary 
expenditures, results are presented for compari- 
son with already available data from operating 
Census Bureau and other surveys. 

One fact that should be kept in mind in 
interpreting the results, and the survey design 
that produced them, is that the focus of the ex- 
perimental CAS survey was on providing possible 
inputs into an operating survey. That is, the 
ex -ante measures from the CAS were specifically 
designed for their possible use as ex -ante 
variables on an operating Census Bureau survey 
such as the CBE. Thus we have constructed and 
tested variables which could be used within the 
framework of the Census Bureau's household 



surveys which are subject to constraints on inter- 
view time and on total resources. In short, the 
experimental survey, so far as the ex -ante data 
are concerned, is not designed to answer the 
question: Is it possible to explain spending and 
saving behavior from ex -ante data reported by 
households? Rather, the question is: Is it pos- 
sible to structure relatively simple and easily 
handled questions that can improve our under- 
standing of the likely future course of household 
spending and saving? These are obviously not the 
same questions. 

The available data tape contained informa- 
tion, as noted above, from the first four waves 
of the survey. A total of approximately 3,500 
completed interviews are available for the full 
four waves, and these constitute the basic sam- 
ple fbr the results presented here. Responses 
have been deleted for various reasons: families 
reporting no family income at all have been 
eliminated, as have those where the household 
head is past the age of 65 and those which are 
not husband and wife families. Other responses 
have been deleted because of errors or probable 
errors on the part of respondents, and one group 
of responses have been eliminated from the analy- 
sis based on a measure of "response quality" for 
the asset and asset change questions. Total 
deletions amount to about 23 per cent of the 
available sample. The error deletions were for 
households reporting ex post or ex -ante changes 
in savings of less than $- 12,500 or more than 
$ +37,500; both responses seemed more likely to 
represent errors than real changes. The quality 
code deletions represent families that, on the 
basis of responses to the asset questions, should 
have provided responses to other asset questions 
and failed to do so. Any household reporting 
less than 75 per cent of the number of responses 
that should have been reported has been elimi- 
nated from the sample. Some comparisons are made 
between the sample without quality deletions and 
the truncated quality control sample. 

HYPOTHESES 

Experience with the Consumer Buying Expecta- 
tions survey now conducted by Census have been 
quite unsatisfactory as regards the usefulness of 
data on expected purchases of household durables. 
The CBE contains a single global expected pur- 

chase estimate for a category of products de- 
scribed as household durables and appliances, 
furniture, home improvements, and so forth. No 

specific quantity information is obtained in the 
survey, but only a single dollar value for total 
expected purchases. The CAS survey contains that 
version on the B half of the sample, but on the A 
half, respondents are asked about the likelihood 
of purchasing any one of a specified collection 
of household durables and appliances, about the 
likelihood of spending money on furniture, on 
home improvements, on vacations, and on recre- 
ation. The question posed by this design was 
whether or not disaggregation of the discretion- 
ary outlay variable results in better forecasts 
of total discretionary outlays. If there are 
offsetting errors in the forecasts for individual 
components of discretionary outlay, the aggregate 
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forecast of outlay would be better than the sum 
of the component forecasts. 

Relationships are estimated for both single - 
time cross sections, and from a first difference 
version of the cross section. The latter uses 

changes between second and fourth wave data to 
measure actual change, and between the first and 
third waves to measure the corresponding expected 
change. In most cross -section regressions, first 
wave ex -ante measures are associated with behav- 
ior variables measured from the second wave and 
thus corresponding to a six -month period. In 

first difference form, the dependent variable is 
the difference between the first and third six - 
month periods. In principal, it would be desir- 
able to relate ex -ante first wave data to actual 
behavior obtained from the second and third 
waves, thus covering a twelve -month period, but 
the counterpart first difference comparisons 
would not be possible at this writing because we 
do not have actual behavior data from the fifth 
wave. 

Regression estimates of the association be- 
tween alternative ex -ante variables and the cor- 
responding ex -post value use a standard set of 
supplemental variables. These include three 
family status and two education -level dummy 
variables, family income, expected and actual 
change in family income, an attitude variable 
comprising two of the relatively volatile com- 
ponents in the SRC Index of Consumer Sentiment 
(expectations about future business conditions 
and opinions about whether the present is a good 
or bad time to buy durables), and expected price 
change. To this standard collection of variables 
is added the test variable on expected purchases; 
the corresponding actual expenditure variable is 
regressed on the full set of independent vari- 
ables. 

The standard set of variables for the first 
difference equations are similar to those in the 
single -time cross sections. Exactly the same 
set of family status, education and income vari- 
ables is used. The latter are unchanged because 
complete information on actual and expected 
family income were not collected in each wave. 
The attitude variables is the first difference of 
the corresponding variable, as is the price 
change variable. The level of expected price 
change is also included. 

The first difference equations do not corre- 
spond exactly to the specification obtained when 
one cross -sectional equation is subtracted from 
the previous one. The expected and actual income 

change and actual income variables from the second 
single -time cross section are omitted. The re- 
maining income variables appear with the opposite 
signs from those in the single -time cross section 
because of the differencing. Thus estimates of 
the first difference equations are subject to 
omitted variables bias if omitted and included 
variables are correlated, although the predictions 
are unbiased. If actual change reported on the 
fourth wave minus expected change reported on the 
third wave were uncorrelated with the actual and 
expected change variables included, or with the 
first difference of expected purchases, the 



estimated coefficients are unbiased estimates of 
the true coeffici ts. 

For evaluation of the potential forecasting 
value of the ex -ante variables, it can be argued 
that the most comparisons involve the 
first difference specification, where changes in 
the ex -ante variables are used to explain changes 
in the counterpart ex-post variables. In the 
past, analysis of micro relationships have often 
been limited to examination of single -time cross - 
sectional differences. A serious problem with 
such comparisons is that the observed differences 
among households in a cross section largely re- 
flect differences in the permanent (structural) 
characteristics of the families involved, less 
so differences in transitory phenomena that are 
of major interest n the analysis of cyclical be- 
havior. Thus we can be sure that expected pur- 
chases will have vary strong correlations with 
actual purchases in single -time cross sections, 
as both are largely determined by the same struc- 
tural factors. For example, families whose auto- 
mobile has just been wrecked in an accident will 
report high probabilities of car purchases, and 
are quite likely to report having purchased a 
car, while families who bought cars the day be- 
fore the survey arn quite likely to report zero 
or low probabiliti s of future purchase and 
equally likely not to purchase. Hence the power- 
ful cross- section association between ex -ante and 
ex -post behavior does not necessarily tell us very 
much about the potential usefulness of the data 
in time -series predictions. By contrast, the em- 
pirical relationships observed in the first dif- 
ference comparisonsl come much closer to resembling 
the time -series world, and that is the world in 
which these survey data are designed to be used. 

The set of supplementary variables are not 
without interest themselves. Some are included 
mainly to standards for obvious and easily 
measurable influences in order to determine the 
net contribution of the ex -ante data -- family in- 
come level, family structure, and the educational 
level variables fall in this category. Others 
are of potential forecasting use in an ex -ante 
model, since they represent information relevant 
to the interpretation of the ex -ante spending and 
saving measures. V riables in this category are 
expected income change, actual income change, the 
attitude variable, and expected price change. 
The analysis of the ex -ante data should be largely 
unaffected by the choice of other variables used; 
except for income the simple correlations with 
the ex -post and ex-ante data of the other varia- 
bles is always small. 

In the model, household investment is ex- 
plained by the combination of expected investment, 
expected income change, and actual income change. 
Holding constant expected investment and actual 
income change during the purchase period, expected 
income change should be negatively associated with 
actual investment be Cause it represents a favor- 
able or unfavorable income surprise variable. 
That is, given expected investment and actual in- 
come change, the higher is expected income change 
the less favorably s rprised the household or the 
more disappointed --and the lower investments 
should be. And conversely for families reporting 
low expected income change. 
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For the attitude variable, one expects either 
a nil or a net positive association with invest- 
ment, since this variable may reflect an addi- 
tional dimension of consumer optimism than the 
expected investment variable itself. For ex- 
pected price change, we do not have an a priori 
conviction about the appropriate sign. One could 
argue that families would expand purchases rela- 
tive to expected purchases if actual price change 
turned out to be larger than expected, since they 
would have misread the strength of inflationary 
forces and would expand purchases to protect 
themselves against the anticipated further price 
rise. On the other hand, some families might 
feel poorer as a result, causing a contraction of 
actual investment relative to expectations. 

The equations are all estimated by Ordinary 
Least Squares. Heteroscedasticity in the error 
terms is possible because the majority of house- 
holds report zero ex -post expenditures. Of 
course, the problem is not as serious as it is in 
many other cross- section demand studies because 
the ex -ante data may adequately explain the con- 
centration of expenditures around zero. 

Finally, we should note that the model speci- 
fied for these empirical tests clearly represents 
a minimal exploitation of the available data in 
the CAS. Preparation of the data tape, as usual, 
took substantially longer than we had hoped or 
expected, and we have been forced to restrict the 
scope of the empirical analysis severely. Thus 
we are able to test only the simplest hypotheses 
regarding alternative versions of expectational 
variables, hypotheses which by and large have 
been built into the basic survey design. Even 
here, our results must be viewed as preliminary 
and exploratory, since the comparisons across 
expectational variables obviously could be in- 
fluenced by the specification of the equations. 

EMPIRICAL RESULTS 

The basic empirical results are presented in 
Tables 1 through 10, below. Table 1 summarizes 
the means values of variables used in the analy- 
sis. Some of these values are worth comment. 
First, we have obviously selected a sample with 
well above average mean income, roughly $17,000 
per family in 1967. Actual purchase levels for 
durables and actual savings amounts are corre- 
spondingly higher than one would find in a 
random population sample. Next, there are mod- 
est differences in the mean values of expected 
expenditures on durables when measured by a 
single global question than when measured by a 
series of questions about specific components. 
Building from the components arrives at an ex- 
pected expenditure level larger than that yielded 
by the single variable, and probably closer to 
the level implied by the corresponding actual ex- 
penditure variable. In passing, we should note 
that there is a seasonal problem in comparing ex- 
pected and actual levels; the actual expenditure 
or saving data cover a six months span, while the 
expected values are for a twelve -month period. 
Thus expected outlays for vacations are only 
slightly larger than actual outlays, but the six - 
month actual span covers the summer months. 



Finally, there are marked differences in 
means for the two alternative versions of the ex- 
pected savings variable. One of these, labeled 
Si, is obtained from responses to a series of 

questions about expected changes in specified 
types of asset holdings. The second, Sz, is ob- 

tained from asking households whether their "ex- 
penses" (undefined), are likely to exceed or fall 
short of their income, and by how much. The 

levels of expected savings are about 50 per cent 
larger for the latter than the former; the level 
of actual savings (when annualized) is between 
the two. And the very high education level in 
the sample is worth noting --about half the re- 
spondents are college graduates or above. 

Table 2 shows regression coefficients in a 
cross- section analysis for a variety of expected 
outlay variables for discretionary expenditure. 
The regressions relate ex -ante and ex -post data 
for individual expenditure components, and for 
an increasingly broad aggregate of total dis- 
cretionary outlays. These data answer the 

question: How much ex -ante information must be 
included in a consumer survey in order to get 
the maximum usefulness in explaining variability 
in expenditure, and indirectly, in savings? 

For individual expenditure components, the 
ex -ante variable does about as well in one cate- 
gory as another with the apparent exception of 
vacation outlays, where the contribution of the 
ex -ante variable is perceptibly larger. But 
there is no evidence that aggregation of in- 
dividual variables for appliances, furniture and 
home improvements produces a better forecast of 
total outlays than implied by the simple addition 
of forecasts for the components. That is, there 
is no evidence of negative correlation in the 
error terms across components, hence no evidence 
of canceling out of errors as the ex -ante varia- 
ble covers an increasing range of expenditures. 

This is a disappointing result, in a sense, 
since we already know (or think we know) from 
the CBE operating survey that there is very 
limited forecasting value in the household dura- 
bles expenditure variable included on that sur- 
vey. 

One curious feature of these results, which 
is similar to those found in an experimental sur- 
vey conducted three or four years ago by Census 
in conjunction with NBER, is the apparent lack 
of difference in the cross -sectional results 
between equations designed to explain expendi- 
tures for automobiles and those for household 
durables. Neither the general structure of the 
equations, the contribution of the ex -ante vari- 
ables, nor the proportion of variance explained 
differ when cars or household durables are the 
dependent variable. Hence one would infer that 
time- series predictions with ex -ante household 
durables variables would be about as successful 
as with ex -ante automobile variables. But all 
of our experience with time -series data suggests 
that this is not the case: In the most clear - 
cut comparison, the simple time -series correla- 
tion between ex -ante household durables outlays 
and actual household durables outlays appears to 
be virtually nil, while ex -ante automobile ex- 
penditures have always been an important part 
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of automobile demand models whenever they have 
been tested. 

We had hoped that the data summarized in 
Table 3, where the first difference form of the 
equation is estimated for the same relationships 
as summarized in Table 2, would resolve that 
particular issue. But that turns out not to be 
the case either. Taking first differences in 
actual and expected outlays for either individ- 
ual components of household durables outlays or 
various subaggregates, it continues to be true 
that aggregation has no apparent payoff and that 
the relation is about the same for automobiles 
as for any of the household durable categories 
or any of the subaggregates. Thus we are still 
left with a puzzle, at least on the level of the 
relatively simple specification of the Tables 2 

and 3 equations. 

One rather striking result in these data, 
and one that constitutes the most convincing 
evidence that we have yet seen on the point, 
concerns the behavior of the actual and expected 
income change variables. As argued earlier, a 

rational decision - making model calls for positive 
regression coefficients on actual income change 
and negative ones for expected income change. 
It ought also to be true that, excluding actual 
income change from the regression, one might get 
either positive or negative coefficients on ex- 
pected income change; the result is not predict- 
able a priori. While the latter test has not 
been carried out because of time pressure, the 

regression coefficients in Table 2 are system- 
atically significant, with the alternate posi- 
tive and negative signs predicted by the 
rational decision model. This is more true for 
the subaggregates than for the individual compo- 
nents on household durables, but it is consist- 
ently true throughout. Just on a signs test, 
for example, 9 of the 10 actual income change 
coefficients have positive signs in Table 2, all 

10 expected income change coefficients have nega- 
tive signs. In Table 3, the pattern of signs on 
actual and expected income change variables is 

exactly reversed. This is as expected, consid- 
ering that the first difference version of the 
equation can be obtained by subtracting one 
cross -sectional equation from the preceding one. 
On balance, the results shown in Tables 2 and 3 
are remarkably consistent with the hypothesis 
that the combination of expected purchases and 
an income surprise variable is the appropriate 
model with which to explain household investment 
decisions. 

Before turning to the ex -ante savings data, 
some brief comment on Tables 4 and 5 is in order. 

A more specific test of the CBE version ([B] sur- 

vey) of household durable expenditures with the 
experimental CAS version ([A] survey) is shown 
in Table 4. The results show little evidence of 
improvement with the more elaborate CAS version. 
However, the CAS regressions have all the correct 
signs and most of the t- ratios are larger than 
in the CBE version. In addition, Table 1 shows 
that the mean of the experimental ex -ante dura- 
bles variable is of about the same magnitude as 
ex -post expenditures, whereas the CBE version 
substantially underpredicts expenditures on 
average. 



Another testlbuilt into CAS was to determine 
whether the ex -ante automobile expenditure varia- 
ble would be improved by attempting to get ex -ante 
information on multiple purchases of cars within a 
single period, and also to determine whether 
omission of vehicular purchases like trailers had 
any influence on the accuracy of the ex -ante, ex- 
post automobile comparisons. Thus we designed a 
question which asks about the probability of buy- 
ing "more than one car" during a given time span. 
In Table 5, actual purchases of cars (which of 
course include multiple purchases) is regressed 
on ex -ante expenditures for one car (the present 
CBE version) and on ex -ante purchases for one or 
more cars (the experimental CAS version). The 
differences are quite noticeable, and they go 
in the appropriate direction both in the cross - 
sectional and firs difference equations. Thus, 
even though ex -ante purchases of more than one 
car are a very small part of the total, their 
inclusion does make a contribution to explana- 
tion of the variance in observed automobile 
purchases, and inclusion of a multiple ex -ante 
question on the operating CBE survey would 
apparently represent an improvement in accuracy. 
Incidentally, in this sample about 10 per cent 
of the ex -ante purchases represent those re- 
ported by households under the "more than one" 
variable, as indicated by the mean values shown 
in Table 1. 

Results from the ex -ante savings data are 
shown in Tables 6, 7, and 8. Table 6 tests 
alternative specifications of the ex -ante vari- 
able against alternative definitions of savings. 
Si represents ex -acte asset change, while S2 

represents the difference between income and ex- 
penses ex -ante. S represents changes in savings 
in the form of savings accounts, saving bonds, 
common stock equity (excluding capital gains), 
and investments in property and land, while L 
represents the first three categories only but 
excludes the fourth. Cross -section results are 
shown in Table 6, first difference equations in 
Table 7. 

The cross- section results in Table 6 suggest 
that ex -ante savings questions are about as use- 
ful as the ex -ante questions on household dura- 
bles and appliances.r The ex -ante variables are 
always significant,lactual and expected income 
change have the expected positive and negative 
signs, and income level is also significant. 
Explanations of S are a little better than ex- 
planations of L with either of the ex -ante 
variables, and the asset change form of the ex- 
ante variable looks to be slightly better than 
the income less expenses version. The regres- 
sion coefficients of the ex -ante variables are 
significantly higher for the asset change ver- 
sion, and the t -rat os are also higher as is 
the explained variance. Hence the ex -ante 
variable looks promising; more precisely, it 

looks about as promising as the household dur- 
able expenditure ex -ante variables. 

This promising look evaporates when we turn 
to Table 7, where the first difference form is 
shown. Here we appear to be looking at essen- 
tially random numbers except for the actual and 
expected income change variables, which have 
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the same sign pattern as discussed earlier. The 
ex -ante variable, representing the difference 
between two consecutive ex -ante estimates, always 
has a negative sign and is never significant. 
On a preliminary view, therefore, the results are 
discouraging but not necessarily hopeless. That 
the ex -ante responses bears some resemblance to 
actual behavior is clearly shown by the cross - 
sectional results in Table 6, and the first 
difference form may be quite sensitive to equa- 
tion specification. 

Another test of the ex -ante savings variable 
is shown in Table 8, where we estimate a saving 
regression which include either ex -post or ex- 
ante expenditures on durables as an additional 
independent variable. It is a well documented 
fact that savings and at least some types of 
durable goods expenditures are close substitutes 
for each other, and that both are appropriately 
included in a household investment function. 
Thus the inadequacy of the savings function 
might be due to the effect on actual saving of 
variation in expenditures on durables. 

The first two equations in Table 8 contain 
ex -post and ex -ante measures of total outlays 
for durables, including household durables, 
vacations, and automobiles. The last two equa- 
tions contain only the automobile expenditure 
variable in ex -post and ex -ante form. We ex- 
pect to find a negative correlation between 
actual savings and expenditures on durables. 

The only equation form where the expected 
negative sign emerges is the last equation, 
which has actual expenditures on automobiles 
as an additional dependent variable. The ef- 
fect is not very strong, since the regression 
coefficient is only .14; but in all other 
equations the durables variable has a positive 
rather than a negative sign. Thus total dura- 
bles outlay appears to be complementary rather 
than competitive with savings. Even for cars, 
only the ex -post expenditure variable con- 
tributes significantly to the explanation of 
savings behavior. In forecasting equations, 
one would have to make use of either the ex- 
ante variable or of some kind of predicted 
value for automobile expenditures, hence even 
these results are not as encouraging as they 
might appear. 

Two further tests of the savings data are 
shown in Tables 9 and 10. In Table 9, a typical 
equation is shown for the (A) and (B) samples. 
The variables are the same; the differences, due 
solely to sampling variability, are not small. 
In Table 10, a series of equations with alter- 
native dependent variables are shown. S is the 
total savings variable used in the previous 
tests, respondents with poor financial quality 
information are eliminated. S' is total savings 
for 1,537 observations including 150 eliminated 
from the S regressions. The coefficients are 
essentially the same in the two sets of regres- 
sions. The probable reason is that "poor 
quality" relates mainly to refusal or non- 
response on particular questions about actual 
asset change. Non -response would be translated 
into zero asset change, and a similar non- 
response on expected asset change, which is not 



unlikely, would also be translated into zero ex- 
pected asset change. 

The coefficients on the standard collection 
of family structure, education, attitude and ex- 
pected price change variables show few consist- 
ent and significant effects. This is not 
unexpected for the dummy variables representing 
the age of the head and the presence of children 
in the household and the education of the head. 
Net of the household's plans there are no sig- 
nificant shifts according to household type. 
The attitude and price variables appear signifi- 
cantly in some of the single cross- section equa- 
tions but not in the first difference equations. 
The attitude variable has a positive sign in 
many of the expenditure equations but is insig- 
nificant in savings equations. The expected 
price change variable is positive in many 
savings equations. However, neither variable 
exceeds its standard error in the car expendi- 
ture equations. 

SUMMARY 

On the whole, we find some results in the 
experimental survey which are promising and 
warrant further examination, while others do 
not appear to be worth pursuing much further. 
Perhaps the most discouraging feature of the 
results is the apparent lack of difference be- 
tween the current CBE version of expected 
household durable outlays and the much more 
precise and hopefully improved version of that 
variable on the CAS experimental survey. The 
regressions yield no evidence that the experi- 
mental version is better than the existing 
version, and since we know that the existing 
version doesn't help much in time -series pre- 
dictions, that does not auger well for the ex- 
perimental version. But perhaps the explana- 
tion lies in our failure to examine more care- 
fully the role of the existing CBE version in 
time- series prediction models. There are only 
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a limited number of observations available with 

the CBE durables expenditure variable, and the 

negative judgments about its value are largely 

a consequence of the casual observation that it 

clearly does not predict movements in actual 

outlays when taken by itself. In a more fully 

specified demand model, perhaps even the present 

version might make some contribution, and the 

CAS version should turn out to be a bit better 

since its mean is much closer to mean expendi- 

tures in the cross section. 

On the encouraging side, one would have to 

put the results on ex -ante vacation outlays and 

on multiple plans for purchasing cars. Both 

in cross sections and first differences, the 

strongest ex -ante, ex -post relationship in this 

batch of survey results concern expenditures 

for vacation. This is clearly a major dis- 

cretionary outlay, and it looks as if one might 

well be able to predict changes in its level 

from an ex -ante survey variable. On multiple 

plans to purchase cars, the results suggest 

that a consumer survey would be substantially 

improved simply by the addition of questions 

designed to find out if households expected to 

buy more than one car during the purchase period. 

On the "in- between" side, we would put the 

savings results. This paper is, after all, a 

very preliminary report based on results which 
have been obtained within the last week. There 

are significant cross -sectional associations 

between ex -ante and ex -post saving, as measured 

on the survey. And there are clearly enormous 

measurement error problems when dealing with 
both ex -ante and ex -post savings. Despite these 

problems, there are some limited positive re- 

sults, and the subject is worth pursuing further. 
The first difference results are discouraging, 
and it may turn out that those results are 

accurate. Finally, there are several additional 
variables concerned with expected savings that 

appear on the CAS questionnaire, and these have 

not been examined at all. 



TABLE 1 
Mean Value of Variablesa,b 

Twelve -Month Expected Six -Month Actual 
(1A) (1B) (2) 

Appliance - App 196.34 109.03 
Home improvements HI 242.92 119.75 
Furniture F 280.63 154.02 
Vacations V 352.85 235.67 
Total cars - C 1090.94 1027.15 582.15 
First car = C1 999.57 

Household durables D 719.89 337.20 382.80 
D + V 1072.74 618.47 
D + V + C 2163.68 1200.62 
Actual sa'hngs S 660.08 
Actual sayings, excluding land = L 526.86 
Expected savings Si 1404.00 1372.87 

Expected income less expenditures = 1990.37 1915.63 

First Differences 

Six -Month Actual Twelve -Month Expected 
(3A) -(1A) (3B) -(1B) (4) -(2) 

App -6.37 1.06 
HI -25.83 31.46 
F 8.23 -1.03 
V 54.66 21.14 
C -62.41 -50.33 83.05 
Cl -48.18 

D -23.96 31.48 
D + V +30.76 +52.62 
D + V + C -31.65 +135.67 

247.80 
L -158.76 
Si 151.21 130.69 

-178.48 -78.98 

Family Structure Per Cent Head's Education Per Cent 

Head 25, children 22.9% 0 - 12 years 25.1% 
Head 45, Children 26.7 13 - 15 years 20.5 

Head 35 -44, children 39.4 16 or more 54.4 

Mean of Atti- 
tude Variables Income Variablesc 
(1) (3) (1) (3) 

Attitude index .661 .504 Y 17019.33 18623.98 
Expected raie of AYa .146 

price change 2.286 2.301 AYe .066 

aData are in dollars, except as noted. Interview and sample are in parentheses. 
The (A) sample has 1,410 observations and (B) 1,312. 

bVariable name is followed by the symbol used in following tables. An asterisk is 
added to the symbol to refer to ex -ante data. 

Y = Fa ily income. 
AYa= 0(3) - Y(1)) /Y(1) = actual income change. 
AYe= Epected income - Y(l,/Y(1) expected income change. 
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TABLE 2 
Aggregation Tests for Household Durables and Vacation Outlays, Cross- Sectional Data, A Sample 

Dependent 

Variable Y 
Ex-Ante 
Variable SE R2 

App .0016(2.5) 24.71(1.5) -15.83 (.6) .2298 (9.6) 203.4 .079 
F .0021(2.1) 19.47 (.8) -14.24 (.4) .2917(14.5) 314.6 .147 
HI .0024(2.3) 81.95(3.1) -101.2 (2.5) .2090(11.7) 329.9 .106 
V .0029(2.2) -2.932 (.1) -4.932 (.1) .3842(17.6) 372.4 .255 
C .0108(2.7) 257.8(2.6) -298.9(1.9) .3248(13.2) 1,238.6 .137 
App + HI .0040(3.1) 107.0(3.3) -117.7(2.4) .2158(11.4) 400.9 .106 
App + HI + F = D .0057(3.3) 129.4(3.1) -142.7(2.2) .2741(15.2) 526.7 .171 
D + V .0104(4.6) 136.9(2.6) -154.7(1.9) .2971(15.8) 660.6 .225 
D + V + C .0202(4.2) 391.7(3.5) -457.8(2.6) .3220(15.3) 1,406.7 .202 
App + C .0127(3.1) 281.5(2.8) -312.2(2.0) .3125(12.9) 1,260.8 .134 
HI + C .0166(3.7) 386.1(3.6) -440.7(2.6) .3052(14.0) 1,343.3 .163 

TABLE 3 
Aggregation Tests for Household Durables and Vacation Outlays, First Difference Data, A Sample 

Dependent 

Variable Y AYa AYe 

Ex-Ante 

Variable SE R2 

App -.0016(1.6) -20.50 (.8) -20.4 (.5) .2879 (9.7) 306.5 .074 
F .0015(1.1) -7.415 (.2) 24.09 (.4) .3294(12.8) 449.6 .114 
HI .0005 (.3) -50.87(1.3) 110.5(1.9) .2784(13.3) 481.2 .122 

V -.0062(3.5) -51.93(1.2) 73.54(1.1) .4154(16.9) 549.5 .179 
C .0063(1.0) -356.8(2.3) 532.4(2.2) .3936(13.8) 1,930.4 .128 
App + HI -.0011 (.6) -73.88(1.6) 93.53(1.3) .2962(13.3) 587.1 .123 

App + HI + F = D .0004 (.2) -85.21(1.4) 123.2(1.3) .3232(14.3) 778.1 .141 
D + V -.0055(1.8) -134.0(1.7) 195.3(1.6) .3304(14.2) 980.7 .141 
D + V + C .0006 (.1) -485.5(2.8) 718.5(2.6) .3572(13.4) 2,191.1 .122 

TABLE 4 
Tests of Alternative Household Durables Variables, (A) and (B) Surveys 

Ex -Ante 
Sample Y AY 

e 
Variable SE R2 

(A) .0057(3.3) 129.4(3.1) -142.7(2.2) .2741(15.2) 526.7 .171 
(B) .0098(5.5) 45.84(1.2) 99.19(1.3) .3458(14.6) 554.3 .197 

(A) .0166(3.7) 386.1(3.6) -440.7(2.6) .3052(14.0) 1,343.3 .163 
(B) .0215(4.9) 240.3(2.6) -95.26 (.5) .2871(11.3) 1,327.9 .137 
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TABLE 5 
Tests of Alternative Expected Car Purchase Variables, A Sample 

Ex -Ante 
Variable Y AYa AYe 

Ex -Ante 
Variable SE R2 

C* .0108(2.7) 257.8(2.6) -298.9(1.9) .3248(13.2) 1,238.6 .137 
.0152(3.7) 251.5(2.5) -254.1(1.6) .2865(10.7) . 1,263.5 .102 

First Difference Data 

C* .0063(1.0) -356.8(2.3) 532.4(2.2) .3936(13.8) 1,930.4 .128 
.0033 (.5) -361.8(2.3) 532.3(2.2) .3331(10.9) 1,975.6 .086 

TABLE 6 
Alternative Ex -Ante Savings Functions, A Sample 

Dependent 
Variable Y 

Ex-Ante 

Aya Aye SE R2 

L 

L 

.9347(3.3) 960.0(4.2) -799.1(2.2) .2759(6.8) 2,865.6 .081 

.0319(3.1) 767.2(3.4) -581.0(1.7) .2701(6.8) 2,799.9 .077 

.0455(4.3) 959.8(4.1) -765(2.1) .1040(4.1) 2,894.8 .062 

.c436(4.2) 766.1(3.4) -535.0(1.5) .0962(3.9) 2,830.4 .057 

TABLE 7 
Alternative Ex -Ante Savings Functions, First Differences, A Sample 

Dependent 
Variable Y 

Ex-Ante 

AYa AYe SE R2 

.0127 (.8) -360.9 (.9) 404.6 (.7) -.0182(.4) 4,795.1 .008 

L -.0138(1.1) -738.1(2.4) 572.6(1.4) -.0339(.9) 3,881.2 .012 

S .0998 (.6) -365.0(1.0) 376.1 (.6) -.0451(1.4) 4,792.0 .009 

L -.0l47(1.2) -767.5(2.5) 687.3(1.4) -.0182 (.7) 3,881.8 .011 
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TABLE 8 
Ex -Ante Savings Functions with Durable Goods Expenditure Variables, S is Dependent Variable 

Y AYe Si D D* SE R2 

.0316(3.0) 961.2(4.2) -847.5(2.4) .2700(6.6) .2324(2.4) 2,860.9 .085 

.0330(3.2) 937.6(4.1) -784.7(2.2) .2752(6.7) .1750(1.3) 2,864.9 .082 

C C* 

.0337(3.2) 962.4(4.2) -812.5(2.3) .2735(6.7) .0383 (.7) 2,866.2 .081 

.0375(3.6) 993.6(4.3) -824.8(2.3) .2782(6.8) -.1424(2.4) 2,860.5 .085 

TABLE 9 
Survey Sampling Test, S Dependent Variable 

Sample Y AY a AYe S* SE R2 

(A) .0347(3.3) 960.0(4.2) -799.1(2.2) .2759(6.8) 2,865.6 .081 

(B) .0428(4.1) 710.0(3.5) -102.1 (.3) .1094(2.8) 2,881.5 .045 

TABLE 10 
Test of Financial Asset Quality Editing in Savings Functions, A Sample 

Dependent 
Variable* Y AY a AYe S* S2 C SE R2 

S .0347(3.3) 959.9(4.2) -799.1(2.2) .2759(6.8) 2,865.6 .081 
S' .0366(3.8) 809.1(4.0) -509(1.6) .2684(7.3) 2,794.5 .085 

S .0375(3.6) 993.6(4.3) -824.8(2.3) .2782(6.8) -.1424(2.4) 2,860.5 .085 

S' .0392(4.0) 836.4(4.2) -527.2(1.7) .2702(7.4) -.1390(2.5) 2,789.6 .089 

S .0455(4.3) 959.8(4.1) -765.4(2.1) .1040(4.1) 2,894.8 .062 
S' .0488(4.9) 813.1(4.0) -463.7(1.5) .0970(4.1) 2,827.8 .063 

S .0483(4.5) 991.4(4.3) -787.9(2.2) .1042(4.2) -.1341(2.3) 2,890.5 .066 
S' .0514(5.1) 839.5(4.1) -480.8(1.5) .0977(4.1) -.1341(2.4) 2,823.3 .066 

* 
S Total savings with observations eliminated if financial asset information of poor quality 

(1,387 observations). 

S' Total savings, no financial asset quality eliminations (1,537 observations). 
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DISCUSSION 

Robert J. Willis, National Bureau of Economic Research 
and Graduate Center, City University of New York 

In addition to their canon use of data from 
the Consumer Anticipation Survey, the papers by 
Landsberger and Michael share a common theoretical 
framework based on Gary Becker's theory of the 
allocation of time and the theoretical characteri- 
zation of the household which stems from it. 
Becker's theory enables them to incorporate into 
economic models of the household forms of behavior 
such as the number, spacing and quality of chil- 
dren and the division of labor within the house- 
hold between the souses which are often considered 
to be more within the realm of sociology than eco- 
nomics. More generally, Becker's model provides a 
way by which econo fists may attempt to formulate a 
unified explanatio of a large number of variables, 
such as those enco ntered in the CAS survey, which 
describes the household and its behavior. If such 
attempts are to be fruitful, certain variables 
must be measured certain theoretical diffi- 
culties must be me . I think that the Becker 
model or some mods ication of it will increasing- 
ly be the framework within which economists or- 
ganize their inquiries into household behavior and 
I think the two papers before us represent inter - 
esting,bnt flawed amples of how to use the model. 
Accordingly, I shall first briefly describe the 
theoretical structure of the Becker model to set 
the stage for evaluating the use made of it by 
Landsberger and Michael. 

According to Becker, households do not ob- 
tain direct satisfaction or utility from goods 
and services purchased in the market. Rather, 
to obtain satisfaction a household must combine 
the purchased good -- say, soap -- with the time 
of one or more hour hold members as inputs into 
a household production functiatwhose output -- 
say, cleanliness -- is the quantity that directly 
affects utility. In effect, then; the household 
is both the demander and supplier of its final 
wants and its deman s for produced goods and ser- 
vices, conventional y treated as final, are in 
this model derived demands analogous to the de- 
rived demands for labor or capital in standard 
production theory. 

Becker likened the household to a small 
factory using inputs to produce outputs. A more 
apt analogy, I think, is to liken the household 
to a small socialistic economy in which the 
"planner's preferen e" is maximized by alloca- 
ting resources physically according to "com- 
mands." The planner represented by the house- 
hold decision maker(s) -- perhaps the husband and 
wife acting in concert -- must allocate many fac- 
tors of production - member's time and indivi- 
dual types of purchased goods -- between many 
,alternative uses, e.g., current cleanliness, 
warmth and child services, future productivity 
via education and future purchasing power via 
saving. The characteristics of this model are 
formally identical to those of a dynamic Walrasian 
!general equilibrium áystem in which the planner's 

169 

utility function and the household production 
functions generate market clearing, utility maxi- 
mizing shadow prices for n factors of production 
and m final consumer goods where n and m are large 
numbers and where production and consumption may 
occur at different dates. Economists have learned 
that in its full glory, the Walrasian system is 
intractable for practical problems. Thus the 
essence of applying the Becker or the Walrasian 
model is to choose the appropriate level of sim- 
plification or complication. It is at this stage 
that both papers before us are flawed. 

The paper by Landsberger presents a model 
of the labor supply of husbands and wives and 
the amount of family consumption as functions 

of their wage rates and the number and ages of 
their children which is derived from a time 
allocation model of the type just described. 
Since the main focus of this paper is on the 
"children effects," it is rather surprising to 
find that children occur nowhere in Landsberger's 
mathematical model. Instead, the effect of chil- 
dren on labor supply and consumption is intro- 
duced from outside the model by means of shifts 
in the marginal product schedules of goods and 
the time of each spouse devoted to household pro- 
duction that the presence of children of certain 
ages are supposed to cause. 

The reasons given for these shifts seem to 
be inconsistent with the aggregation of all house- 
hold outputs into one aggregate commodity X and 
this inconsistency, in turn, may be the reason 
that the effects of children were introduced in 
an ad hoc fashion from outside the model. The 
children effects seem to derive mostly from the 
hypothesis, parts of which are stated in various 
parts of the paper, that young children are re- 
latively time intensive users of the wife's 
time and that, as they age, children become pro- 
gressively less time intensive. Added to this is 
the more tentative hypothesis that the husband's 
time is used more intensively in non -child 
oriented activities. 

One of the main implications of Becker's 
model is that the "shadow prices" of household 
outputs of commodities which are relatively time 
intensive will tend to increase as the price of 
time measured by market wage rates rises. Thus, 

households whose wage rates differ will also face 
different shadow prices for commodities. The 
Hicksian composite commodity theorem which jus- 
tifies the aggregation of all purchased market 
goods into Y, on the assumption that all house- 
holds face same set of market prices cannot, 
therefore, be used to justify the aggregation of 
all commodities into X unless all commodities are 
assumed to have identical factor intensities 
which, of course, contradicts the hypothesis 
that leads us to expect children effects. 



These difficulties could easily be overcome 
if Landsberger would specify a two sector model 
in which household outputs are aggregated into 
two commodities, child services and other acti- 
vities, the former being assumed intensive in the 
wife's time relative to the latter but growing 
more like the latter as the children age. One 
implication of this two sector model is that the 
relative shadow price of child services will in- 
crease as the wife's market wage increases, but 
that the sensitivity of the price of child ser- 
vices to the wife's wage diminishes as they age 
and become less time intensive. Landsberger 
assumes fertility to be exogenous so that this 
particular implication is without behavioral 
significance in his model. However, it is also 
implied by the two sector model that a shift in 
the composition of household consumption toward 
(wife's) time intensive commodities would tend 
to raise the marginal product of the wife's 
time at home causing her to withdraw labor from 
the market until the marginal product of her time 
at home and in the market are equal. This effect 
will diminish as children age and may even dis- 
appear or reverse itself if children become 
equally or less time intensive than other house- 
hold activities. Landsberger's empirical re- 
sults support these implications and, therefore, 
support the intuition which lead him to the time 

intensity hypothesis but they contradict his for- 
mal model. 

Michael's model of household fertility, 
child spacing and child quality, on the other hand, 
seems to me to be insufficiently aggregated or at 
least insufficiently specified to sustain the con- 
siderable explanatory burden he places upon it. 
Using the same triad of inputs as the Landsberger 
model (husband's time, wife's time and market 
goods), the household produces a large set of 
commodities whose quantities enter into household 
utility. Of these commodities, Michael focuses 
mainly on the household's consumption of the 
commodity child services which, unsurprisingly, 
requires inputs of actual children in addition to 
time and goods inputs. Household fertility be- 
havior, therefore, will depend on the demand for 
the quantity of children considered as a factor 

170 

of production which is derived from the final de- 

mand for the commodity child services. The de- 

mand for child quality which, for empirical pur- 

poses, is identified with the level of schooling 

the child is expected to complete, is also de- 

rived from the demand for child services. 

The implications of Michael's model for 

fertility and child quality, therefore, depend on 

the properties of derived demand functions in the 

case in which there are four factors of production. 

A strong argument can be made for the proposition 

that such derived demand functions have no empiri- 

cally refutable implications unless the structure 

of the model (i.e. the utility function and house- 

hold production function) is severely restricted. 

Diewert- has shown, for example, that the elasti- 

city of a derived demand function in the three 

factor case depends on eight parameters which in- 

clude the partial elasticities of substitution 

between factors, the supply elasticities of each 

factor, factor shares in total cost and the elas- 

ticity of demand for the final product. The four 

factor case involves still more parameters. 
Michael's assumption that child services are re- 

latively intensive in the wife's time will suffice 
to establish that the shadow price of child ser- 
vices will be an increasing function of the wife's 
wage if the wife works, but far more must be 

assumed before we know what this implies for fer- 
tility or child quality. Until we do know these 
implications, it is difficult to know what to 
make of his empirical work in either hypothesis 

testing or descriptive framework. 

While the emphasis in my discussion has been 
to stress the theoretical difficulties that may 
be encountered in applying the Becker model, I 

think these papers also illustrate the exciting 

prospect that economics may provide a really uni- 

fied account of many seemingly unconnected as- 
pects of household behavior. 

FOOTNOTES 

if W. E. Diewert, "A Note on the Elasticity. of 

Derived Demand in the N- Factor Case," 
Economics (New Series) May, 1971, pp. 192 -7. 



LABOR MOBILITY: AN ANALYSIS OF SOCIAL SECURITY DATA FOR ATLANTA' 

Kathryn P. Nelson, Oak Ridge National Laboratory 

Over 30 years ago, Dorothy Thomas recommended 
that data being collected by the Social Security 
Administration on ail those covered by Old Age, 
Survivors, Disability and Health Insurance (OASDHI) 
program be used for migration and sociological re- 
search [1]. Ten years later, Donald Bogue and his 
associates used these data for a pioneering work on 
labor force mobility in Michigan and Ohio [2]. 

Though the number of papers based upon the Social 
Security data is finally growing, the materials 
still represent a largely unmined resource. 

Using one city, Atlanta, as an example, this 
paper will illustrate the unique capability of the 
Social Security One Percent Current Work History 
Sample (CWHS) to indicate the direction and extent 
of both geographical and industrial mobility as 
they relate to aggregate changes in employment. 
At present, monthly lemployment and unemployment 
for states and large' SMSAs by industry, by race, 
and by sex can be estimated from reports from a 
sample of establishxents. Estimates of net migra- 
tion for states - -and with less accuracy for large 
SMSAs --are possible using census survival methods, 
and with each census the streams of migration over 
the previous five years can be more precisely de- 
lineated. But except for the census one percent 
public use sample, these are group statistics, and 
cannot be related to each other. 

On the other hand, with the CWHS estimates of 
employment and labor force by industry can be com- 
bined with knowledge of the personal characteristics 
of the workers, including income, sex, and age; and 
with these data the same individuals can be followed 
over time. Thus we an study the personal charac- 
teristics of the mobile and nonmobile -- including 
their origins and their destinations - -by industry. 
This paper draws fro a longer monograph on Atlanta 
to illustrate briefly some of these possibilities. 
First we compare establishment data with Social 
Security data, and then devote the remainder of the 
paper to a discussion of industrial and geographic 
mobility. 

Data were drawnlfrom the CWHS for every worker 
in the one percent simple who was in covered employ- 
ments in the Atlanta SMSA in 1962 or in 1967. The 
following items were extracted for each individual 
for both years: major industry of employment by 
SIC (defined as the single industry of highest 
earnings); location of employment by state and SMSA; 
total earnings for the year; and age, race, and sex. 

Changes in Employment by Industry 

Since the Social Security data constitute a 
one percent sample and do not cover the entire 
labor force, we are interested in ascertaining its 
biases when we seek to use it for small area analy- 
ses.3 As Table 1 indicates, both the Social 
Security data and data derived from establishment 
reports of average yearly employment4 show a 35% 
rate of growth for the Atlanta SMSA over the five 
year period, although the difference in magnitude 
between these two seth of data is roughly 20%. In 
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a sense, this 20% disparity is a measure of turn- 
over, since the Social Security data relate to the 
number of persons holding jobs in Atlanta at 
time during the year, while the establishment data 
refer to the average number of jobs available 
during the year. 

The final two columns of Table 1 show that 
the ratio between the two measures varies widely 
by industry- -from 1.75 for services in 1967 to .65 
for government in 1967. The latter ratio undoubt- 
edly reflects the limited Social Security coverage 
of state and local government personnel, a gap 
that must make tentative any conclusions about 
government employment from these data. Equally, 
the disparities in the areas of services and con- 
struction suggest caution in interpretation. Over 
the five year period many more people were, in 
fact, employed in these industries, but the number 
of jobs did not grow as quickly as the Social 
Security data might indicate. 

When the industries are ranked by rates of 
growth, as shown by the two data sources, the 
order is quite similar except for services and 
government. The range of rates of growth shown by 
Social Security data is greater -- varying from 17% 
for finance, insurance, and real estate to 68% for 
services; while establishment data range only from 
25 to 48%. Thus we must bear in mind that Social 
Security data appear to overstate the extent of 
change in employment. 

At both ends of the period, trade accounted 
for the largest number of workers, more than a 
quarter of the total, a reflection of Atlanta's 
preeminence as a trade and distribution center. 
Manufacturing was second, but the proportion in 
this industry declined from nearly a quarter to 
little more than a fifth in five years. Although 
the high turnover rate in services results in some 
overstatement of growth, both in number and pro- 
portion, services was the growth industry for 
Atlanta during this period. Nearly a third of the 
total increase in workers was in services, and 
there were three service workers in 1967 for every 
two in 1962. 

The lowest rates of growth, excluding the in- 
significant agriculture and mining categories, were 
in manufacturing and finance. Government and trade 
also grew at below average rates. The declining 
role of manufacturing mirrors the national trend, 
and is partly due to increases in productivity, and 
a change in the industrial mix toward larger and 
more efficient operations. 

Change in the Atlanta Labor Force 1962 and 1967 

Figure 1 shows that, of the 484,000 persons 
in covered employment in 1962, only 60% were still 
employed in Atlanta in 1967, and they constituted 
less than half of the city's labor force. One in 
five had left covered employment and one in five 
were working outside the SMSA.5 



Blacks of both sexes were more likely to re- 
main in Atlanta, and were less likely to migrate 
to other states. Males were more likely to move 
than females, and were more likely to migrate over 
long distances. 

Net in- migration and 206,000 new entrants com- 
bined to produce a 1967 labor force in which only 
44% were holdovers from 1962. It is obvious that 
the high percentages of female retires and new en- 
trants reflect more mobility in and out of the 
labor force by women. Such high apparent turnover 
reminds us that the Social Security data are not 
the perfect registration system we might desire 
for studying labor mobility. Even among males, 
almost half of the retires were under age 45 and 
thus can be assumed not to have retired in the 
conventional sense. However, the extraordinarily 
high percentage of black female entrants undoubt- 
edly reflects new opportunities for employment. 
It is also notable that these new entrants were 
not concentrated in personal services. 

Considering this change in terms of age, we 
find that partly because of the large influx of 
young entrants, there were, percentage wise, more 
workers under age 24 and relatively fewer aged 25 
through in 1967 than in 1962. The percentage 
of workers aged 45 and over was almost exactly the 
same (27.7 and 27.8%, respectively), although the 
proportion of oldest (over 60 years) workers in- 
creased slightly. The relative decrease in the 
middle age -group may reflect the small cohorts of 
Depression babies; it is more likely that the de- 
crease arises from the greater tendency of younger 
workers to change jobs and take advantage of a 
quickly growing area like Atlanta. 

Labor Mobility of Atlanta Workers 

The large number of entrances into and exits 
from the Atlanta labor force, its substantial 
growth during the five year period, and the degree 
of turnover that may be inferred from the dispari- 
ties in level between Social Security and establish- 
ment data all combine to suggest high labor mobility 
and many job openings in Atlanta during this period. 
But since we have not considered changes in jobs for 
those who remained in the Atlanta labor force, we 
have thus far underestimated the true extent of 
mobility. 

With the CWHS, it is possible to infer change 

of employers (job mobility) since all sources of 

income in covered employment are given, but the 
tabulations prepared for this report do not contain 

such information. For ease of data handling, em- 

ployees were assigned to the industry and location 

of their job of highest earnings in each of the two 

years considered, 1962 and 1967. Thus we consider 

here only two kinds of mobility, industrial and 

geographic. We define industrial mobility to have 

occurred when the industry (as measured by one -digit 
SIC code) of employment in 1967 differs from that in 

1962. A change in the place of employment across 
the boundaries of the Atlanta SMSA was taken to 

constitute geographic mobility.s 

Table 2 presents the data on mobility for all 
workers who appear in tabulations for both 1962 and 
1967. The upper portion of the table shows the 
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destination of all in the Atlanta labor force in 

1962 who were still in covered employment in 1967, 

and percentages have been calculated to indicate 

differences in mobility among the different 

sex -race groups. We observe again that whites are 

more geographically mobile, but we also note that 

blacks are much more likely to change industry. 

When only those who are geographically mobile are 

considered in the lower portion of the table, the 

differences in industrial mobility between blacks 

and whites appear to be less for Atlanta 
in- migrants than for the out -migrants. 

Industrial Labor Mobility 

Perhaps as well as migration, industrial 

mobility indicates how efficiently the economy is 

functioning to reallocate manpower and resources 

in spite of institutionalized hindrances. Indeed, 

as the number of intrafirm moves increases, indus- 

trial mobility (with its inferred abandonment of 

pension plans, seniority, etc.) may better measure 

the flexibility of the labor force. In this re- 

spect the Social Security data permit examination 

not only of the personal characteristics and indus- 

trial affiliation of industrially mobile workers, 

but also of the effects of such mobility on par- 

ticular industries. Thus we can, for example, 

determine the attractiveness of giveh industries 

to experienced workers, the labor force components 

of their relative growth and decline, and what 

kinds of workers move in and out and at what rates 

of pay. 

For the Atlanta SMSA, as has been observed 

more generally elsewhere [3], it is the young, the 

poorly paid, and the blacks who are more likely to 

change industry, regardless of geographical 
mobility. Figure 2, which shows the relative dis- 

tribution of Atlanta stayers, out- migrants, and 

in- migrants by age and industrial mobility, graphi- 

cally represents the greater likelihood of young 

workers to change industry. When stayers are com- 

pared with migrants, we see also that geographical 

mobility is associated with a greater likelihood 

of industrial change; 56% of those who changed 

location also changed industry, while only of 

those who remained in Atlanta worked in a different 

industry in 1967. Those who changed industry also 

had greater increases in incomes than those who did 

not change industries. 

To consider the impact of industrial shifts 

by those employed in both 1962 and 1967 (both 
stayers and migrants) upon industries in the 

Atlanta area, net industry change (the total of 

moves in and out of a particular industry) as a 

percentage of employment in 1962 was calculated. 

As would be expected, agriculture experienced net 

losses equivalent to 73% of its 1962 employment. 

Less obvious, perhaps, is the 20% loss of experi- 

enced workers by retail trade - -an industry that 

grew by 30% in the five year period. The greatest 

gains of experienced workers through industry 

shifts occurred in the areas of personal services 

and construction. 



Geographic Labor Mobility 

Figures 3 andl4 illustrate two of the many 
ways in which the Social Security data can illumi- 
nate the processes of labor mobility in a metro- 
politan area. Streams of migration between Atlanta 
and other areas and the resulting net migration are 
shown in Fig. 3. As is usually the case, the total 
number of migrantslbetween Atlanta and any other 
region was much greater than the net redistribution 
of population accomplished by such streams. The 
effectiveness of migration, defined as: 

in - out 

in + out 

was greatest in redistributing people from the 
other Southern states to Atlanta. To the extent 
that Atlanta's work force grew through net migra- 
tion, it can be seen that the favorable balance 
was supplied largely by interchange with the South, 
and only marginally by net in- migration from the 
Northeastern and Western states. Atlanta's status 
as a growth center relative to the whole country 
is'shown, however, by the lack of significant net 
out -migration to any region. Net in- migration into 
Atlanta also characterized all sex, race, and age 
groups, except for nonwhite males aged 18 to 24.' 

In the graph d picted in Fig. 4, we take ad- 
vantage of our knowledge of the characteristics of 
the entire 1962 Atlanta work force to calculate 
out -migration as a ate of all employed for 12 
different age group , thus in a sense, measuring 
the probability of uch migration. Rates are shown 
for the total work force, for white males and fe- 
males, and for nonwhite males.' Since our sample 
is now quite small,Ithe resulting curves are some- 
thing less than smooth. However, comparison with 
Fig. 5, which shows the remarkably regular curves 
that approximate rates of migration over a five 
year period for white and nonwhite male by single 
years of age in 1960, reveals important similari- 
ties. In each case rates of migration rise from 
low levels for teenagers to peak in early adult- 
hood and decline thereafter. As with the national 
sample, migration appears to be more selective by 
age for nonwhites than for whites, and for females 
than for males. 

Finally when the economic consequences of 
migration are considered, we find that the migrant 
improves his level of income at a greater rate than 
the nonmigrant, even when we account for the differ- 
ent distributions ofl the two groups in terms of age, 
sex, race and industry change classifications. 

Summary 

This paper has illustrated how the Continuous 
Work History Sample an be used to provide insight 
into the relationships between labor mobility and 
changes in the level of employment for large SMSAs, 
portraying to a greater extent than is otherwise 
available the individual characteristics and work 
histories of those who are mobile. The examples 
given are scattered --for example, little has been 
said about income although this is one of our major 
interests and our data appear to indicate that the 
migrant improves his level of income at a greater 
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rate than the nonmigrant even when we control for 
differences in age, sex, and race. Yet, even the 
few examples given here are suggestive- -for trade, 
the largest industry in terms of size and one that 
grew at a close to average rate by both data 
sources, we find a net loss of experienced workers, 
such that growth in employment depended upon 
recruiting new entrants and same -state migrants. 

For Atlanta, an SMSA whose central city is 
now 51% black, we find that in spite of respect- 
able growth and high turnover during the five 
year period, blacks increased their share of the 
labor force only slightly from 18 to 19%. Regional 
migration flows show at the same time that Atlanta 
is attractive to migrants from all parts of the 
country. 

To turn to the quality of the data for these 
purposes, it is evident that the usefulness of 
these data for small area analysis will be 
increased as we gain information about the signifi- 
cance of the "precise" estimates that can be drawn 
from the data. For Atlanta, estimates of employ- 
ment level and growth by broad industrial classifi- 
cations compare favorably with those derived from 
establishment data. Further work should include 
comparing results with those from other sources of 
data on the labor market and migration. 

The imminent release of the 1970 First Quarter 
CWHS data will provide valuable opportunities for 
checking results for large SMSAs with census data, 
both the sample questions on migration, place of 
work, occupation, income and such, and the one 
percent public use sample for large SMSAs. Com- 
parisons between different types of cities should 
also increase the utility of these data, and it 
is in this direction that our future work will 
head. 

Footnotes 

1Work supported by the Department of Housing 
and Urban Development and the U.S. Atomic Energy 
Commission under Interagency Agreement No. IAA -H- 
35-70 AEC 40- 192 -69, and conducted at Oak Ridge 
National Laboratory, Oak Ridge, Tennessee operated 
by Union Carbide Corporation for the U.S. Atomic 
Energy Commission. Data from Social Security 
Administration's Work History Sample tapes were 
processed by David Hirschberg, Regional Economics 
Division, Office of Business Economics. At no 
time were individual records made available to the 
author. Opinions expressed in this report are 
solely those of the author and do not necessarily 
represent the views of ORNL, AEC or HUD. 

2Throughout the U.S. about 88% of workers are 
in covered employment and thus represented by the 
sample. Those workers who are most likely to be 
excluded from coverage are federal civilian employ- 
ees, some state and local government employees, 
household and farm workers who do not work long 
enough or earn enough to meet the minimum require- 
ments, and very low income self - employed persons 
(Current Population Survey P -23, No. 31). There- 
fore, reported figures for women and blacks are 
probably a lower percent of the actual employment. 



5The Atlanta SMSA with a 1970 population of 
1,390,164 is smaller than the smallest areas 
studied with Social Security data in the past, 
such as Michigan and Ohio [4]; North Carolina, 
South Carolina, and Georgia [5]; and the TVA 
region [6,7]. 

4Georgia Employment and Earnings: A selected 
sample of employers report the number of full and 
part -time workers during the second week of each 
month, and these figures are averaged for the year. 

5The following terminology is used in this 
paper: 

Retires = those who were in covered wage 
employment in 1962 but not in 1967. 

New entrants = those who were in covered wage 
employment in 1967 but not in 1962. 

Stayers = those who were in covered wage 
employment in Atlanta in both 1962 and 1967. 

In- migrants = those who changed from covered 
employment outside the Atlanta SMSA in 1962 to 
covered employment in Atlanta in 1967. 

Out- migrants = those who changed from covered 
employment in the Atlanta SMSA in 1962 to covered 
employment outside Atlanta in 1967. 

eWe cannot strictly equate such mobility with 
migration. Especially as Atlanta's highway system 
expands and commuting distances lengthen, such an 
assumption becomes less tenable. Because of 
Atlanta's location in the state, however, it seems 
safe to assume that interstate job changes repre- 
sent migration. Such essentially arbitrary deci- 
sions must be made whenever Social Security data, 
showing change in county of employment, are used 
to study migration, which is usually defined as a 
change in county of residence. 

'However, considering the use of Social 
Security's Continuous Work History Sample for 
measure of net migration by geographic area, 
Zitter and Nagy [8] show that it appears more 
likely that the will pick up in- migration 
to low coverage states from high coverage states, 
and less likely to reflect out -migration from low 
coverage states to high coverage states. Thus 

in- migration may be overestimated and out -migration 
underestimated by our data between Atlanta and the 
more industrialized states of the Northeast, 
especially for nonwhites for whose rates standard 
errors are higher. 

8There were too few nonwhite female migrants 
to warrant this calculation. 

174 

References 

[1] Dorothy S. Thomas, "Utilization of Social 
Security Data for Sociological Research," 
American Sociological Review, October 1938. 

[2] Donald J. Bogue, An Exploratory Study of 
Migration and Labor Mobility Using Social 
Security Data, Scripps Foundation Studies 
in Population Distribution - No. 1, 1950. 

[3] Lowell A. Gallaway, "Interindustry Labor 
Mobility in the U.S. --1957 to 1960," 
Research Report No. 18, Office of Research 
and Statistics, Social Security Administra- 
tion, Washington, D. C., U. S. Government 
Printing Office, 1967. 

[4] Donald J. Bogue, A Methodological Study of 
Migration and Labor Mobility in Michigan 
and Ohio in 1947, Scripps Foundation Studies 
in Population Distribution - No. 4, 1952. 

Robert L. Bunting et al., "Labor Mobility in 
Three Southern States7 Industrial and Labor 
Relations Review, Vol. 14, No. 3, April 1961, 

pp 432 -45. 

[6] Boonlert Leoproprai, Mobility and Economic 
Progress in the Tennessee Valley Region: 

1957 -63, University of Georgia, unpublished 
Ph. D. thesis, August 1970. 

[7] Wesley G. Smith and Robert A. Matson, "The 

Mobility of the Tennessee Valley Employed 
Labor Force," presented at the Symposium 

on Assessing Social Costs sponsored by the 
Civil Service Commission and The Association 
for Public Program Analysis, Washington, 
D. C., June 16, 1969. 

[8] Meyer Zitter and Elisabeth S. Nagy, "Use of 

Social Security's Continuous Work History 
Sample for Measurement of Net Migration by 
Geographic Area," American Statistical 
Association, Proceedings of the Social 

Statistics Section, 1969, pp 235-60. 



Table 1. Growth in Employment by Industry, Atlanta SMSA Counties, 1962 and 1967 

Industry of Employment 
Establishment Data Social Security Data** 

Ratio of Social Security 
to Establishment Data 

1962 1967 
Growth 
Rate ( %) 

1962 1967 
Ratew(%) 

1962 1967 

Total Covered Employment 484,000 653,000 34.8 

Total 397,250 534,000 34.3 478,200 647,100 34.8 1.20 1.21 

Construction 22,500 33,200 48.0 31,800 49,900 57.0 1.41 1.50 

Manufacturing 90,150 117,000 30.0 116,100 137,300 18.0 1.29 1.17 

Transportation 37,200 51,100 37.0 37,000 55,100 49.0 .99 1.08 

Trade 104,700 140,300 34.0 136,900 177,400 29.6 1.31 1.26 

Finance, etc. 29,950 37,300 25.0 34,700 40,700 17.3 1.16 1.09 

Services 55,750 77,300 39.0 80,600 135,600 68.2 1.45 1.75 

Government 57,000 78,100 37.0 41,000 51,100 24.3 .72 .65 

* 
Source: Georgia Department of Labor "Employment and Earnings." 

Source: Estimated from the One Percent Continuous Work History Sample, Social Security Administration. 

Table 2. Mobility of Atlanta Workers 

Mobility Statu 
Total 

Number of Workers 
(in thousands) Percent 

Male Female 
Total Male Female 

White Black White Black White Black White Black 

Working in Atlanta in 1962 and in Covered Employment in 1967 

No mobility 182.2 101.1 18.6 53.1 9.4 47.2 48.2 38.9 50.2 44.3 

Same SMSA 
Different industry 107.6 52.8 20.5 26.2 8.1 27.9 25.1 42.8 24.8 38.2 

Geographical mobility 
from Atlanta 

Same industry 43.1 27.1 2.2 11.6 1.2 11.1 12.9 4.6 10.9 5.6 

Different industry 52.4 28.7 6.5 14.7 2.5 13.5 13.6 2L2 13.9 11.7 

Totals for all workers 385.3 209.7 47.8 105.6 21.2 100.0 100.0 100.0 100.0 100.0 

Working Elsewhere in 1962 and in Atlanta in 1967* 

Geographical mobility 
to Atlanta 

Same industry 52.5 33.0 3.4 13.8 2.3 38(45) 39(48.5) 31(24) 38.5(44) 33(32) 

Different industry 86.4 52.1 7.7 22.0 4.6 62(55) 61(51.5) 69(76) 61.5(56) 67(68) 

*Figures shown in parentheses below indicate percent of persons in Atlanta in 1962 but elsewhere in 1967 
who remained in the same industry or changed industry. 
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1962 WORKERS IN 1967 (PERCENT) 1967 WORKERS IN 1962 (PERCENT) 

NUMBER 
60.0 6.5 12.9 1.4 19.1 44.4 

483,600 TOTAL 

61.9 6.9 15.4 2.1 13.8 46.7 

248,600 WHITE MALE 

53.9 6.511.30.1 28.1 40.4 

147,400 WHITE FEMALE 

65.3 5.6 9.80.1 16.9 51.4 

60,200 BLACK MALE 

63.1 5.5 7.3 24.1 34.7 

27,400 BLACK FEMALE 

ATLANTA 
STAYERS 

18 

6.9 14.4 2.7 31.6 

7.6 

NUMBER 

653,000 

18.1 5.0 22.6 

329,00C 

42.1 

196,900 

9.4 1.3 31.0 

76,500 

51.5 

48,800 

5.2 12.3 

6.9 

8.8 5.0 

EMPLOYED IN ATLANTA IN BOTH 1962 AND 1967 

INTRASTATE MIGRANT 

INTERSTATE MIGRANT 

MILITARY 

NOT IN COVERED EMPLOYMENT (NEW 
ENTRANTS OR EXITERS) 

Migration and Labor Force Status of Atlanta. 
Fig.1 

SAME INDUSTRY M DIFFERENT INDUSTRY 

7.2 135 33.2 17.2 22.5 6.4 

OUTMIGRANTS 

IN MIGRANTS 

21.5 27.4 26 \ 9.5 8 

8 27 21 28.5 8.5 6.5v 

< 25 25-44 45+ 
AGE GROUP 

Atlanta Stayers, Outmigrants and Inmigrants by Age in 1962 and 
Industrial Mobility. 

Fig. 2 
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INTERSTATE HIGHWAYS AND THE GROWTH AND DISTRIBUTION OF POPULATION1 

Robert A. Bohm2 and David A. Patterson3 

Introduction 

The relationship between improved transporta- 
tion facilities and regional economic growth is 
generally believed to be strong and positive. 
With the exception of some quantitative historians 
[5, 8], economists and geographers agree with the 

conventional wisdom that the canals, railroads and 

highways all contributed substantially to U. S. 

economic development. Further support for this 
view has been provided by a large volume of state 
and federal government studies that purport to 
show a positive relationship between new and bet- 
ter highways and economic growth [2, 3, 6, 7, 12, 

15, 20]. 

In addition to the economic effects of im- 
proved transport systems, many observers also pre- 
dict that population movements, and thus 
inter -regional differences in population growth, 
might also be influenced by more efficient trans- 
portation. Brian Berry argues that better roads, 
and then the automobile, enabled the rural popu- 
lation to bypass lower level market centers (small 
central places) and to journey to the larger cen- 
ters where chain store services are available 
[l, pp 114 -5]. The net result has been a popula- 
tion decline in the very small places beyond that 
associated with the mechanization of agriculture. 
"Before 1930 hamlets with populations of 100 or 
less were declining; thereafter, as centralization 
of functions in higher levels of the hierarchy 
progressed, the general decline embraced villages 
with population of less than 500" [1, p 115]. 

Of course, the relatively recent decentrali- 
zation trend of major industries out of the central 
cities and into the suburbs and out of the older 
more mature northern states and into the previously 
less industrialized southern states, has also had 
an effect on relative rates of population growth, 
more or less reversing the previous out -migration 
from the southern region. Industrial location 
theorists as well as empiricists tend to place 
transportation costs well up on the list of impor- 
tant locational considerations [4, 13, 14]. Hence, 
improvements in highways in general, and the inter- 
state highway system in particular, should have 
affected the location of economic activity and 
hence the distribution of population. 

In spite of the weight of theory and of empiri- 
cal evidence (albeit relatively unsophisticated in 
the case of the empirical support), there are some 
who have questioned the real value of transportation 
improvements as a stimulus to real economic growth. 
Fogel and Cautner [5, 8] have both presented argu- 
ments that minimize the influence of the early 
railroads and canal systems. With specific refer- 
ence to the interstate highway system, Friedlaender 
argues that "since all of the centers of production 
...are already connected by an extensive network 
of highways and rail facilities, it seems unlikely 
that the...system will trigger sizable invest- 
ments that would not have occurred in its absence" 
[9, p 64]. These authors would appear to be 
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supporting the contention that the interstate 
highway system merely serves to connect already 
growing urban centers. According to this line of 
reasoning, current rates of local economic and 
demographic change are determined in the main by 
past rates of change. 

The impact of highway system improvements 
on economic development and on inter- and intra- 
regional population distribution is of more than 
academic interest. Federal Government policy 
makers and others are currently expressing an 
interest in a policy of urban decentralization. 
Under our political system a decentralization 
policy can only be accomplished indirectly 
through the manipulation of a relatively small 
number of policy variables. Thus the possible 
role of the interstate system in the concen- 
tration or dispersal of population and economic 
activity is an empirical question of policy 
significance, at least to the extent that highway 
location is a policy variable. 

The interstate highway system was begun in 
1957. By the end of 1968 nearly two -thirds of 
the systems' planned mileage was open to traffic. 
The effect of this new highway system on the 
population growth of counties and on the intra- 
regional distribution of population is the subject 
of our analysis. 

In a general sense, any change that lowers 
the cost of producing and distributing a product 
can be a source of economic growth. If the cost 
reduction is differentially distributed geo- 
graphically, then the growth effects should be 
likewise distributed. That is, the cost reduction 
will cause some geographic areas to grow more 
rapidly than those areas not sharing in the cost 
saving. We might expect this differential growth 
to be composed of two parts: 

(1) Net new growth that would not have 
taken place in the absence of the 
significant cost saving, and 

(2) Transfer effects which can be either: 
a. Replacement of already existing 

or planned economic activity; e.g., 
a shift in the locational pattern 
of industries as firms move from 
their previous locations or expand 
in different ones in an attempt 
to realize locationally deter- 
mined cost savings. 

b. Use of resources otherwise employed; 
e.g., land shifted from agricul- 
tural to industrial use. 

Thus, a portion of an area's growth can be de- 
scribed as "new," or growth that would not other- 
wise have taken place at that time, while the 
balance represents a "transplanted" growth, i.e., 

a redistribution of activity that would normally 
have taken place elsewhere. 



The growth th 
also may induce 
new concentrations 
vide new supplies 

t results from a cost saving 
ther growth to the extent that 
of industry and population pro- 
f material and labor as well 

as new markets for output. As before, a portion 
of this growth may be described as "net new 
growth," developing, in this case, out of the 
external economies associated with the first - 
round growth effects. And, a portion of the 
growing area's change will reflect transfers, 
for example, a relative decline elsewhere as 
population and industry shift to the places 
offering lowered cost or increased marketing 
opportunities. 

An interstate highway should have the 
effect of lowering the cost of transportation, 
possibly changing the distribution of feasible 
locations. Whether or not the new set of 
locations is sufficiently attractive to encourage 
net new growth or to force a transfer depends 
on whether the cost reduction is sufficiently 
large to offset locational inertia. Only a small 
number of industries, such as textiles and some 
assembly operations are described as "footloose" 
[13]. For most industries, the perceived cost 
of a move is enoug to yield a high degree of 
locational stabilit . The degree of competition 
perceived by the i dividual firm is also a factor 
conditioning its n ed to respond to marginal 
changes in locatio 1 advantage. 

Another factor affecting the response of 
firms to lowered transportation cost must be 
the extent of external economies at various 
location alternatives. These may change over 
time due, for instance, to changes in the struc- 
ture of the labor force, to the presence of 
complementary firms and to the availability of 
services. Thus, some firms will have a lagged 
response to changes in the optimal location due 
to changes in transport cost. 

In general, we would expect regional changes 
in economic activity to be reflected in corre- 
sponding regional population changes. Studies 
have recorded instances of employees commuting 
to work very long distances, as far as 60 miles 
and more [3, pp 65 -68]. However, other studies 
support the view that employees' transportation 
cost is an important variable in the choice of 
residence decision [ 6, 18]. Thus, while 
granting the possibility of a lagged response, 
we would expect regi nal shifts in industrial 
location to be acco anied by shifts in the dis- 
tribution of population within and among regions.' 

If the interstate highway system has merely 
served to connect already growing places without 
markedly shifting the pattern of optimal indus- 
trial locations, the effects of interstate loca- 
tion on county population change should have 
been negligible over the 1960 to 1970 decade. 
On the other hand, if the interstates have 
lowered transport costs sufficiently to generate 
net new growth and /or transfer effects as de- 
fined above, population changes over the decade 
should reflect this phenomenon. That is, inter- 
state highway location should result in changes 
in county population growth that are independent 
of past population changes. 
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The Model 

In this analysis, the process of county 
population growth is assumed to be largely auto - 
regressive in nature. In other words, county 
population change from 1960 to 1970 is primarily 
determined by population change in previous 
decades. Specific county characteristics, such 
as the existence or nonexistence of an interstate 
highway, will merely lead to deviations about the 
growth trend. 

The model may be stated as follows: 

= a+ 
+ 

2APt-2 + bXt + et (1) 

where county population change during the current 
period, , is expressed as a function of pop- 
ulation change in previous time periods, e.g., 
t -1, t -2, etc. A matrix of county specific 
parameters is shown as and et is a random 
disturbance variable which is assumed to be 4 
distributed independently of etc. 

[11, pp 272 -4]. In order to capture the influence 
of interstate highway location on county population 

change 1960 -70, four dummy variables are included 
in the analysis. These variables are: 

IS = 1 for all counties in which an inter- 
state highway was completed by 1968, 0 otherwise; 

ISI = 1 for all counties containing an inter- 
section of two or more interstate highways by 
1968, 0 otherwise; 

ISA = 1 for all counties adjacent to IS 
counties, 0 otherwise; 

ISIA = 1 for all counties adjacent to ISI 
counties, 0 otherwise. 

The expected sign for all four variables is 
positive. It is also expected that the IS and 
ISI variables will have a much stronger in- 
fluence on population change than the two ad- 
jacent specifications. In some instances, both 
the IS and ISA variables and the ISI and ISIA 
variables are combined. Values for all of these 
variables were obtained by inspection of the 1969 
Rand McNally Road Atlas which included the 
status of the interstate system at the end of 
19685 [17]. Our assumption is that completions 
after that date would have little impact on the 
population changes shown in the 1970 Census. 

Three additional variables are included 
in the analysis. These variables cover the degree 
of urbanization of a county (URBAN), the 

county's Standard Metropolitan Statistical 
Area designation (SMSA), and whether or not it 
is adjacent to such a county (ASMSA). The SMSA 
designation is used to control for metropolitan- 
nonmetropolitan differences among counties. 
Previous analysis of 1960 Census data revealed 
significant differences between these two groups 
in county population change for the period 1950- 
60 [25]. Except for counties composed entirely 
of large central cities, metropolitan county 
growth was considerably greater than that of 
nonmetropolitan counties. The SMSA dummy variable 
is included to pick up a possible continuation 
of this dichotomous growth pattern. A positive 
sign is expected. 



Counties adjacent to SMSA counties might be 

expected to be affected by their proximity to 
these more heavily urbanized areas. Furthermore, 

the boundaries of SMSA areas have not been re- 
defined since 1966. Hence the ASMSA designation 
is used to bring out county population change due 
to a spillover from SMSA areas. A positive sign 
is expected here also. 

The degree to which a county was urbanized 
in 1960 was determined from 1960 Census data [23]. 

The percent of urban population in a county 
(URBAN) would be expected to affect county pop- 
ulation growth in three ways: (1) Within metro- 
politan areas, the process of decentralization 
(i.e., urban sprawl) leads to the older, more 
urbanized areas having slower rates of population 
growth and perhaps population decline. (2) In 
rural areas, relatively high values for URBAN 
indicate the existence of local service centers, 
i.e., small towns. Due largely to the decline 
of traditional rural -farm markets, the majority 
of these small towns have been experiencing 
population decline since 1945. (3) Some thres- 
hold level or urban size is probably necessary 
for a place to begin to achieve self - sustaining 
growth [21, pp 15 -60]. The first and second in- 
fluences should have a negative effect, strong 
enough to offset the positive influence of urban 
places that have achieved a growth threshold. 
Thus we expect a negative sign for URBAN. 

Regression Results 

Regressions were run for each of the nine 
major census regions.6 For the purpose of this 
analysis, in Eq. (1) is defined as the re- 
lative chang in county population 1970/1960 
(POP76), is defined as the relative change 
in county population 1960/1950 (P0P65), and 

is defined as the relative change in 
county population 1950/1940 (POP54).7 All other 
variables included in the regression equations 
are as defined above. Results are reported in 
Table 1. For each census region, only the best 
overall estimate is shown. In all cases the 
dependent variable is P0P76. 

With the exception of the Pacific equation, 
all coefficients reported in Table 1 are statis- 
tically significant at the .10 level or better. 
In the Pacific census region, several variables 
with rather large estimated coefficients have 
been retained even though they failed to pass the 
usual significance tests. 

In the discussion to follow, the continuous 
variables included in the regression will be 
considered first. The significance of the various 
dummy variables on county population change 1960- 
70 will then be considered. 

In all census regions except Mountain and 
Pacific, P0P65 is a significant variable. This 
variable is strongest in the Middle Atlantic 
region where its coefficient is .595. By way of 
contrast, the.coefficient of P0P65 is .271 in the. 
West South Central region and .167 in the West 
North Central region. Apparently, the influence 
of population change in the immediately 
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preceding period on 1960 -70 county population 
change is considerably less in the western por- 
tion of the country than in the East. The vari- 
able, appears in six of the nine equations. 

In five of these regions, the influence of 
is less than POP65 (East North Central, South 
Atlantic, East South Central, West South Central, 
and Mountain). In fact, in the West South Central 
and Mountain regions, the sign of POP54 is nega- 
tive. The implication of these results is that 
fairly remote population ehenges have a negligible 
or negative influence on current developments in 
most of the country. 

In New England, however, the relationship 
between the coefficients of P0P65 and POP54 is 
reversed. The coefficient of POP65 is .348 
while is .503. In New England, it seems 
clear that the influence of factors which re- 

sulted in high county population growth rates 

between 1940 -50 are still being felt. Moreover, 
indications are that the influence of these 
1940 -50 growth factors exceeds that of more 
recent factors. 

In Table 1, URBAN appears in five equations. 
It is significant in four equations. In the 
Pacific equation, URBAN has a "t" value of 1.44. 
In accord with our a priori expectation, the 
sign of URBAN is consistently negative, i.e., 

a relatively high percent of county population 
defined as urban in 1960 retards county pop- 
ulation growth 1960 -70. Note that this Variable 
has a significant influence only in those regions 
which contain a substantial number of established 
large cities. It is interesting to note further 
that these are also the regions in which past 
population changes are important variables. 

Table 2 has been constructed to facilitate 
the discussion of the dummy variables. To 
properly interpret the dummy variables, they must 
be considered in relation to the constant term. 
For example, in the Middle Atlantic region the 
constant is .456 and the coefficient of ISI is 
.048. In otherwords, for interstate intersection 
counties the regression plane shifts up .048. 
If recent population change (i.e., P0P65, POP54) 
equaled zero, P0P76 would equal .456 in all 

Middle Atlantic counties according to the esti- 
mate presented in Table 1. Under the same 
condition, P0P76 would equal .504 in inter- 
state intersection counties. The latter number 
is arrived at by adding the estimated coefficient 
of ISI to the constant. It is recorded in the 
appropriate cell in Table 2, Part A. In Part B 
of Table 2, the percentage effect of each dummy 
variable on county population growth is entered. 
For example, interstate intersection counties in 
the Middle Atlantic region grew (1960 -70) 10.5% 
faster than all counties in the region. 

The immediate impression created by Table 2 
is that the interstate and SMSA dummy variables 
have quite different effects on county population 
change in different regions of the country. As 
Table 2, Part B shows, IS counties grew 6.4 %, 
5.1% and 4.4% faster than all counties in the 
South Atlantic, West South Central and West 
North Central regions respectively. In the 



Mountain region, the comparable figure was 50.9%. 
The percentage growth differential for ISA was 
4.9% in West South Central while that of IS + ISA 
was 34.4% in New England. The percentages were 
10.5, 25.6, and -13.0 for ISI counties in the 
Middle Atlantic, West South Central and West 
North Central regions. 

The variable ISIA has an effect in the 
largest number of regions (4). For counties 
adjacent to interstate intersections, P0P76 
would equal .656,.589, .995, and .602 as opposed 
to 534, .518, .824, and .522 for all counties 

= 0, 0) in the South Atlantic, 
East South Central, West South Central and West 
North Central regions respectively. The per- 
centage figures were 22.8, 13.7, 28.8, and 15.3. 

The SMSA counties had significantly differ- 
ent growth rates in three regions. In the South 
Atlantic region, they grew 7.7% faster than all 
counties. In the West North Central, the SMSA 
percentage differential was 26.1. The ASMSA 
counties had higher growth rates in the Middle 
Atlantic, West North Central and Mountain 
regions. The percentages were 11.0, 12.1 and 
68.5. 

The interpretation of the dummy variables 
included in the Pacific estimate is somewhat 
different than in the rest of the results. 
In the Pacific equation, the sole continuous 
variable is URBAN. If URBAN = 0, then county 
population change 1960 -70 would be 1.942. The 
percentage effects were 121.9 and 65.9 for ISA 
and SMSA, respectively. 

Finally, it should be noted that the level 
of R2 reported in Table 1 indicates important 
variables have been omitted from the analysis 
in all regions. The highest R2 obtained is 
.662 for the Middle Atlantic region. R2 is .634 
in New England, .603 in the East North Central 
region and .557 in the South Atlantic region. In 
the East South Centrai, West South Central and 
West North Central, R equals .422, .191, and 

.394 respectively. The model exhibits es- 
pecially poor performance in the Mountain and 
Pacific regions. The standard error of the 
estimate and R2 obtained here require that the 
regression results for these regions be inter- 
preted with care.8 

Some Conclusions 

The principal objective of this paper has 
been to investigate the impact of the inter- 
state highway system on county population 
change. From the results presented in Tables 1 
and 2, it is clear that this impact has been 
fairly substantial. Variables reflecting the 
influence of interstates are significant in 
all regions of the country except the East 
North Central. 

The interstate variables have their 
strongest impact in the South Atlantic, East 
South Central, West South Central and West 
North Central regions. The influence of all 
dummy variables including SMSA and ASMSA, is 

most pervasive in South Atlantic, West South 
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Central and West North Central. These are also 
the regions where P0P65 and POP54 have relatively 
small coefficients. In New England, Middle 
Atlantic, and East North Central, the situation 
is reversed and past population change dominates. 
Although some large dummy coefficients are re- 
ported for the Mountain and Pacific regions, 
these results are considered somewhat suspect. 
As noted above, R2 in these two regions is quite 
low. 

The conclusion that the dummy variables have 
a greater impact in the South and Plains sections 
of the country is not especially surprising. 
These regions have been slower to industrialize 
than the North East and Middle West. Perhaps of 
greater importance, past investment in highways 
has lagged in the South and Plains. A past 
deficiency in highway development should serve 
to magnify the current influence of the inter- 
state system on county population change. 

Population Concentration 

An additional aspect of this study is a 
detailed consideration of the determinants of 
intra- regional population concentration. To 
facilitate this analysis, a modified Lorenz 
Curve technique has been utilized. This technique 
permits to calculate coefficients of population 
concentration. Preliminary results reveal con- 
siderably increased concentration between 1940 
and 1970 in the South Atlantic, East South Cen- 
tral, West South Central, West North Central and 
Mountain regions. In New England, East North 
Central and the Pacific regionsthere was very 
little change. Population dispersal became ap- 
parent in the Middle Atlantic region during the 
1960 -70 period. Although our attempts to fully 
explain these phenomena have just begun, it is 

interesting to note that concentration is occur- 
ring in the rapidly industrializing states and 
stabilizing in the more mature states (where 
suburbanization may be having an important effect). 
Furthermore, many of the regions where increased 
concentration is evident have received more than 
their proportional share of interstate highway 
mileage in use by the end of 1968. 

Footnotes 

'Work supported by the Department of Housing 
and Urban Development and the U.S. Atomic Energy 
Commission under Interagency Agreement No. IAA -H- 

35-70 AEC 40- 192 -69, and conducted at Oak Ridge 
National Laboratory, Oak Ridge, Tennessee operated 
by Union Carbide Corporation for the U.S. Atomic 
Energy Commission. Opinions expressed in this 
report are solely those of the authors and do 
not necessarily represent the views of ORNL, AEC 
or HUD. 

2University of Tennessee, Knoxville 

3Tennessee Valley Authority, Knoxville 

4Thus, the autoregressive linear regression 
model is applicable, since regressors and errors 
are contemporaneously uncorrelated. Ordinary 
least squares estimates of Eq. (1) will exhibit 
desirable asymptotic properties. 



6The authors' judgement was used in some 
cases to exclude a county from a particular 
classification because of terrain or distance; 
for example, Grand, Park and Teller counties in 
Colorado were excluded from an ISA classifica- 
tion because of terrain. A list of all excep- 
tions is available upon request. 

6The regions are New England (NE), Middle 
Atlantic (MA), East North Central (ENC), South 
Atlantic (SA), East South Central (ESC), West 
South Central (WSC), West North Central (WNC), 
Mountain (Mt.), and Pacific (Pac.). 

7A table showing average percentage county 
population change by Census Region 1940 -50, 
1950 -60, 1960 -70 is included as an Appendix. 

8A partial explanation for the poor perform- 

ance of the model in the Mountain and Pacific 

regions may lie in the extremely large population 

changes that have occurred there since 1940 

(see Appendix). 
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Table 1. Regression Results By Region 

Variable Name Region 
MA ENC SA ESC WSC WNC Mt. Pac. 

Constant .224 .456 .390 .534 .518 .824 .522 5.668 1.942 

P0P65 .348a .595a .370a .411b .519a .271a .167a 
(.124) (.038) (.034) (.023) (.035) (.042) (.025) 

POP54 .503a - .306a .102b -.096b .275a -5.126c 
(.164) (.o48) (.040) (.037) (.038) (2.698) 

IS 034b .042c .023c 2.887c 
(.016) (.022) (.014) (1.690) 

ISA - .040b - 2.367b 
(.020) (1.044) 

IS +ISA .077b 
(.031) 

ISI _ - - .211a -.068c - - 
(.022) (.057) (.035) 

ISIA - - - .122a .071a .131a .080a 
(.027) (.017) (.034) (.027) 

SMSA - - .041c - - .136a 1.279 
(.016) (.028) (1.129) 

ASMSA 045b .063a 3.880c - 
(.018) (.016) (2.080) 

URBAN -.081b -.119a -.108a -.117a -2.547 
(.037) (.033) (.018) (.034) (1.762) 

R2 .634 .662 .603 .557 .422 .191 .397 .037 .056 

F !6.8a 69.0a 218.9a 113.9a 131.8a 18.2a 57.3a 3.48b 2.57c 

SE .080 .096 .080 .151 .105 .178 .118 12.55 4.25 

SAMPLE 
SIZE 67 146 436 551 364 47o 618 278 133 

Significantly different from zero at the .01 level. 
Significantly different from zero at the .05 level. 
Significantly different from zero at the .10 level. 
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Table 2. Impact Of Dummy Variables By Region 

Variable Name 

Region 

NE MA ENC SA ESC WSC WNC Mt. Pac. 

Constant .224 .456 .390 .534 .518 .824 .522 5.668 1.942 

A. Total Effect (coefficient + constant) 

IS - - - .568 - .866 .545 8.555 - 

ISA - - - - .864 4.309 

IS+ISA .301 - - - - - - - - 

ISI - .504 _ - - 1.035 .454 _ - 

ISIA - - - .656 .589 .995 .602 - - 

SMSA - .575 - .658 - 3.221 

ASMSA - .501 - - - - .585 9.548 

B. Percent Effect (coefficient + constant) 

IS - 6.4 - 5.1 4.4 50.9 - 

ISA - - - - 4.9 - - 121.9 

IS +ISA 34.4 - - - - - - - 

ISI 10.5 - - - 25.6 -13.0 - - 

ISIA - - 22.8 13.7 28.8 15.3 

SMSA - - 7.7 - - 26.1 - 65.9 

ASMSA 11.0 - 12.1 68.5 - 

Source: Table 1. 

APPENDIX 

Average Percentage County Population Change by Census Region 1940 -50, 1950 -60, 1960 -70 

Decade Region 

US NE MA ENC SA ESC WSC WNC Mt. Pac. 

1960-70 13.8 12.7 10.6 8.6 9.2 2.7 3.5 -2.6 81.9 54.5 

1950-60 6.4 10.4 14.8 10.9 11.3 -3.5 0.9 -0.5 13.2 24.7 

1940-50 4.7 9.4 9.5 7.0 8.3 -1.4 .010 -3.1 5.6 38.4 

SOURCES: United States Department of Commerce, Bureau of the Census, 1970 Census of Population, Advance 
Report (Washington, D.C.: United States Government Printing Office, 1970); United States 
Department of Commerce, Bureau of the Census, Statistical Abstract of the United States 1970, 
(Washington, D.C.: United States Government Printing Office, 1970), Table 13. 
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DISCUSSION 

Larry H. Long, U. S. Bureau of the Census 

The three papers in this session all have 
an "area" focus in that the authors are primar- 
ily concerned with how migration affects areas 
and not how migra&tion affects individuals. All 
three papers, therefore, have a strong "ecolog- 
ical" orientation. Both perspectives -the 
ecological and the individual- -are needed in 
order to understand migration processes. 

The first paper, by Bowles and Oh, concerns 
educational levels and migration to and from 
the South and is based on data from the 1967 
Survey of Economic Opportunity, a nationwide 
sample of about 35,000 households. Their paper 
contains numerous, good ideas and a great deal 
of enthusiasm, but it contains no data and 
hence no concrete findings. I'm sure they will 
produce the data in good form, and I hope that 
they will publish their cross -tabulated data 
and not just the measures (various 
contingency statistics) which they say they 
will produce. Publication of cross -tabulated 
data serves the dial purpose of letting people 
see what one has done and letting other re- 
searchers use for their own purposes the raw 
data one has produced. 

But the most important omission from the 
paper is a statement of hypotheses. The 
authors state that "It is hoped that this 
technique (utilization of various contingency 
statistics) will Provide insights into the 
relationships between education and migration 
beyond those which can be gained from the 
cross -tabulated data themselves." The question 
is, "Haw ?" The authors can make a significant 
contribution by identifying what is not known 
about how educatioqn affects migration, what 
they expect to find from their study, and why 
they expect some patterns and not others. 

The next paper, by Kathryn Nelson, is a 
study of migration to and from Atlanta between 
1962 and 1967 and is based upon the 1% Con- 
tinuous Work History Sample maintained by the 
Social Security Administration. The advantages 
of such longitudinal data are obvious and have 
been so for almost' as long as there has been a 
social security system in this country. From 
this source, one obtains nearly continuous 
data on county of employment, amount of income 
subject to social security withholding, industry 
of employment, age, sex, and race of persons 
paying into the so ial security system each 
year. The limitation is that one does not know 
any more than that One does not know county 
or city of residence, occupation of the person, 
his education, or his family status; and, of 
course, one does not know anything about people 
not covered by social security, including 
federal workers many state and local govern- 
ment employees, some self -employed persons, and 
very low -wage work rs mostly in agriculture and 
private household employment. Also troublesome 
are the numerous persons who enter and leave 
the system, leaving incomplete records. 
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I think that the most interesting con- 
clusions reached by Nelson are: 1) movers are 
more likely to change industry than stayers, 
and 2) those who changed industry also had 
greater increases in incomes than those who did 
not change industry. With respect to the first 
finding, it would be very interesting to ask 
what is the strength of the relationship when 
type of move is controlled for. With the data, 
I believe that it would be possible to control 
for at least three types of moves: nonmetro- 
politan to metropolitan, metropolitan to 
nonmetropolitan, and inter - metropolitan. Is the 
relationship between probability of moving and 

changing industry equally strong for all three 
types of moves? 

With respect to the second point above, it 
would be interesting to relate frequency of 
moving to income changes. At least one study 
based on tax records reported greater income 
increases for persons who changed occupation or 
city of residence [1 _7. At some-point, however, 

frequency of moving probably comes to interfere 
with orderly income advancement, and it would 
be useful to utilize the longitudinal records 
to investigate the potentially negative effect 
of excessively frequent moving. 

The third paper, by Bohm and Patterson, 
attempts to assess the effect of interstate 
highways on 1960 -70 population change in coun- 
ties. Their method is to use rate of 1960 -70 
population change in counties as the dependent 
variable in multiple regression equations for 
each of nine regions of the county. Each 
regression equation consists of ten independent 
variables, three of which are continuous 
(1940 -50 rate of population change, 1950 -60 rate 
of population change, and percent of the county 
that was urban in 1960), with the other inde- 
pendent variables being scored in dummy fashion 
to represent whether or not a county had an 
interstate highway completed as of 1968, whether 
or not a county had an intersection of inter- 
state highways, whether or not a county was 
adjacent to either of the two preceding types, 
whether or not the county was in an SMSA, and 
whether or not the county was adjacent to an 
SMSA. 

The authors show that interstate highways 
have their strongest effects in the South 
Atlantic, the West South Central, the West North 
Central, and Mountain regions (divisions) of the 
country. The authors say that the effect was 
greatest in these areas because they previously 
lagged behind the rest of the country in the 
development of highways. Had the regressions 
been run for the country as a whole and not for 
specific regions, the overall effect of inter- 
state highways would probably have been muted. 
Their results show that the effect of inter- 
state highways is significant and varies from 
region to region. 



What is surprising to me is that when other 
things are held constant, percent urban has 
either a non -significant effect or actually has 
a negative effect on 1960 -70 rate of population 
change; i.e., the higher the percent urban, the 
lower the rate of 1960 -70 population change, 
other things being equal. What may be con- 
founding the result is the behavior of counties 
that are 100 percent urban, many of which lost 
population between 1960 and 1970. It is quite 
possible that counties begin to behave quite 
differently as they approach 100 percent urban, 
thereby violating the assumption of linearity 
underlying the regression analysis. 

In addition to investigating the effect of 
interstate highways, the authors also seem to 
be trying to maximize the amount of explained 
variance in the rate of 1960 -70 population 
change, somewhat in the fashion of Tarver and 
Gurley [2] and Kariel [3J. If this is their 
purpose, they can, as they are aware, explain 
more variation simply by increasing the number 
of independent variables. With more than 3,000 
counties in the United States, they are not 
likely to run out of degrees of freedom. But 
is 1960 -70 population really what they want to 
explain? Shouldn't net migration be more 
sensitive to economic changes than total popu- 
lation change? Of course, when the study was 
being done, the authors did not have data on 
net migration, but they might consider using 
rate of net migration as the dependent variable 
now that the data are available. Otherwise, 

they might try using rate of change in popu- 
lation 20 -29 years old rather than change in 
total population, in view of the high degree of 
age -selectivity of migration. The authors 
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might even consider using data on commuting as 
their dependent variable. The 1970 Census 

asked each person working the address of his 
place of employment, and the authors might 
consider investigating how interstate highways 
affect not only place of residence but place 
of employment. 

Finally, Bohm and Patterson might want to 
give greater attention to explaining why their 
model does a much better overall job of account- 
ing for population change in the North and East 
than in the South and West. Their values of R2 
vary from .037 in the Mountain region to .662 
in the Middle Atlantic region. 
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AFDC PAYMENT LEVELS AND NONWHITE MIGRATION TO CITIES 

Gordon F. DeJong and William L. Donnelly 
The Pennsylvania State University 

The problem is public welfare, and to many 
governmental officials public welfare is a prob- 
lem. This is particularly true of the Aid to 
Families with Dependent Children (AFDC) program 
which is at the hurt of proposals for welfare 
reform. The problems attributed to AFDC are 
many, but three themes are repetitive: (1) 

Benefits are inadequate and hardly begin to care 
for the needs of the dependent; (2) Family break- 
ups are encouraged by rules which frequently make 
families with males present ineligible for 
assistance; and (3), Migration, usually to urban 
areas, is encouraged by regional differences in 
levels of payment. To quote President Nixon's 
message on welfare reform (1969; 2): "By break- 
ing up homes, the present welfare system has 
added to social unrest and robbed millions of 
children the joys of childhood; by widely vary- 
ing payments among regions, it has helped to draw 
millions into the slums of our cities." The 
interest here is in the migration thesis as it 
applies to nonwhites in the United States. Do 
differential AFDC payment levels predict, at 
least in part, nonwhite migration to U.S. cities? 

AFDC (formerly ADC - Aid to Dependent 
Children) is a federal participation program 
through grant -in -aid to states. As a national 
average the federall government contributes nearly 
sixty percent, state governments about one -third, 
and local governments the remainder. The basic 
purpose of the program is to enable needy chil- 
dren who are deprived of parental support or care 
to have the economic support and services they 
need for health, education, and family -based 
development. The AFDC program was a product of 
the 1930's when its typical recipient was 
pictured as a West Virginia mother whose husband 
had died in a mine eccident. Honest, hard- 
working, rural, God- fearing, white Protestant 
folk. Gradually the typical recipient has become 
an urban Negro or a member of some other minority 
group (Moynihan, 1967; 11). As a result of the 
changing clientele, many policy makers feel that 
the nonwhite population is the key sub -population 
for a test of whether or not different AFDC pay- 
ment levels affect migration. 

The rapid increase in the AFDC program is 
notable. In 1936, the first year of its opera- 
tion, there were about one -half million recipi- 
ents. By 1960 this figure increased to more than 
three million and to nearly seven and a half 
million children and adults by 1970. The number 
of children aided per 1,000 under the age of 18 

years also increased from 20 in 1940, to 35 in 
1960, and 85 in 1970. Not only have the number 
of participants increased but also payment levels. 
Using 1957 -59 purchasing power as a base, average 
AFDC payment per month per recipient increased 
from $20.05 in 1940, to $27.25 in 1960, to $39.00 
in 1970 (U.S. Department of Health, Education, 
and Welfare, 1966; and 1970). However, national 
averages in payment levels mask state variations. 
For example, in 1967 the average amount paid per 
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recipient in Louisiana was $24.00, in Georgia 
$25.35, and in North Carolina $25.40, compared 
with $43.50 in Illinois, $44.85 in California, 
and $59.70 in New York (Bureau of Social Science 
Research, 1968; 27). 

Frame of Reference 

The unit of analysis in this study is 
population aggregates - Standard Metropolitan 
Statistical Area (SMSA) counties of the contig- 
uous United States. The more usual framework 
for welfare research is the analysis of case 
materials with individual records as the basis 
for generalizations. The perspective here is 
that area variations in AFDC payment levels can 
be viewed, along with other social aggregate 
and demographic characteristics, as indicators of 
community structure which influence human behav- 
ior. These data do not, however, provide a 
direct test of the motivations of welfare clients. 

The frame of reference is applicable to 
an analysis of social and economic conditions 
that stimulate or retard migration to or from an 
area. Viewed behaviorally, an index of migration 
(in this study the net migration rate of non- 
whites aged 25 -29) is influenced by actual or 
perceived differences in the social and economic 
conditions and services of areas. As Bogue notes 
(1959; 501), there have been relatively few 
opportunities to study how net migration rates 
of given age and color groups of the population 
are related to social and economic conditions of 
ecological areas. This type of research provides 
an ecological complement to studies of the dif- 
ferential migration in that migration forces are 
sensitive to the social and demographic charac- 
teristics of the migrant. 

Since most SMSA counties have experienced 
net migration gains in nonwhites during recent 
decades the primary link to migration research 
concerns the forces which "pull" nonwhite 
migrants to cities. Largely ignored by the 
definition of the problem are areas of origin 
"push" factors in nonwhite migration (Myrdal, 
1944; Bogue and Hagood, 1953; Bowles, 1956; 
Ginzberg, 1956; Hamilton, 1959 and 1964; Cowhig, 
1964; Taeuber and Taeuber, 1964; Stinner and 

DeJong, 1969). While the "push- pull" distinction 
may be somewhat artificial,it is a useful one 
when assessing the attracting forces of areas 
largely on the receiving end of net migration 
flows. Particularly in view of the finding that 
the pull of better conditions in the city is 
quite influential as a capturing mechanism, while 
the push of poor conditions at home is less 
effective in encouraging departure (Lowry, 1966; 
Lansing and Mueller, 1967; and Morrison, 1970). 



Development of the Model 

The basic goal of the study is to test the 
level of AFDC payment per family in a model 
which includes "pull" factors which are most 
applicable to nonwhite migration to metropolitan 
United States counties. The dependent variable 
is the 1950 -60 county net migration rate for 
nonwhites aged 25 -29 developed by Bowles and 
Tarver (1965). The choice of this age group is 
on the basis of our regression analyses of other 
age categories and the findings of case study 
materials which indicate that the 25 -29 age 
group includes adults family members most 
involved with the AFDC program. An alternate 
would be the 20 -24 age group; however, this 
cohort was only 10 -14 years of age at the 
beginning of the decade, and it is likely that 
they were relatively nonmigratory as an indepen- 
dent family unit, during a better part of the 
period. Although the research is based on 
evidence from the 1950 -60 period the continua- 
tion of heavy nonwhite migration to metropolitan 
areas since 1960 as well as upward trends in 
AFDC payment levels and numbers of clients argue 
for the importance of available evidence in 
testing the migration thesis. 

AFDC payment levels are measured here by 
the average county payment per family in 1960. 
Unpublished statistical data of county AFDC 
programs was kindly provided by the Welfare 
Administration, U.S. Department of Health, 
Education, and Welfare. 

From the literature it is clear that a 
most important attracting force in migration is 
superior opportunities for employment which 
reflect differences in economic conditions. 
It is true for nonwhites as well as whites 
(Tilly, 1968; 141), and has been confirmed in 
different research models. When asked why they 
move, Lansing and Mueller (1967) found that 
nearly three -fourths mentioned economic or 
occupational reasons. Some migrants already 
had a job while other migrants, and nonwhites 
are more likely to be in this group, were look- 
ing for work. Low levels of employment oppor- 
tunity or low income levels in an area did not 
stimulate out -migration, but high levels of 
employment opportunity attracted in- migrants 
(Lansing and Mueller, 1967; 89 -123). Using 
SMSA data Lowry (1967) came to a similar con- 
clusion that in- migration is a function of the 
characteristics and conditions of the area's 
labor market. And Negroes were found to respond 
more sharply than whites to changes and regional 
variations in economic opportunity during the 
period from 1870 to 1950 (Eldridge and Thomas, 
1964). 

Closely related to the attraction of 
superior opportunities for employment in one's 
preferred occupation is the opportunity to earn 
a larger income. Migrants tend to be attracted 
to areas with populations of higher socio- 
economic status (Rogers, 1969; Blevins, 1969). 
In addition to the broader aspects of social 
status, the potential for more satisfactory 
family income itself may be a "pull" factor, 
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particularly for nonwhite migrants who frequently 
must work at low- paying jobs. A complement to 
level of family income is the relative gap 
between nonwhite and white income levels. Fol- 
lowing the general rationale of the relative 
deprivation thesis, one would expect a higher 
migration rate for nonwhites to areas where 
family income levels for whites and nonwhites 
were similar. 

Numerous indicators of employment opportu- 
nities and socio- economic structure of an area's 
population have been used by researchers. Some 
of the more frequent include change in civilian 
nonagricultural employment; unemployment rate; 
change in civilian labor force employment in 
various occupational groups such as white collar, 
professional, laborer; family income and wage 
structure, and levels of educational attainment 
(Anderson, 1956; ter Heide, 1963; Blanco, 1964; 

Lowry, 1966; Tarver and Beale, 1968; Blevins, 
1969; Rogers, 1969; Stinner and DeJong, 1969; 
Zuches, 1970; Greenwood and Gormely, 1971). 
Through empirical tests with the above indicators 
(Donnelly, 1970), three variables were selected 
as most sensitive to employment opportunities 
and socio- economic structure in relation to AFDC 
and nonwhite migration to cities. First, the 

indicator of employment opportunities is the 
percent change in employed persons, 1950 -60, 
adjusted to exclude estimated employment change 
attributable to the net in- migration of non- 
whites 25 -29 years of age.l Second, median 

income in 1959 for all families is used as an 
indicator of income levels and the socio- economic 

structure of the area's population. Median 
family income is highly interrelated with occu- 
pation and education status indicators. The 
third variable is nonwhite median family income 
as a percent of median family income of all 
families. Data for all measures were derived 
from 1950 and 1960 U.S. Bureau of the Census 
publications. 

From Bogue's (1969; 754) summary of "pull" 

factors in migration, a final variable which 
seems particularly applicable to the migration of 
nonwhites in the 25 -29 age category is the lure 

of new or different activities, environments, 

and people in the city. Such activities - 

cultural, recreational, and intellectual - are 
captured in the life of the larger metropolitan 
areas more than in the life of smaller cities or 

rural areas. Undoubtedly included is the lure 
of perceived freedoms which also tend to be 
identified with larger cities. Total county 
population in 1960 is used as an indicator of 
this factor. 

The sample, described in Table 1, is 

composed of all 185 SMSA counties for which age - 
color specific 1950 -60 net migration rates are 

available. Further specification of net 
migration rates by sex added no new findings to 
the analysis. Bowles and Tarver (1965) calcu- 
lated net migration data by age and color only 
for counties which had at least 5,000 nonwhites 
in 1960. A multiple regression statistical 
analysis is employed with a two -fold format. 
First the model is tested for all 185 counties. 



Then the sample is divided into three sub - 
samples: southern SMSA counties, larger north- 
ern and western SMSA counties, and smaller 
northern and wester SMSA counties (Table 1). 
The purpose of testing the model for these 
divisions of the sample is to assess the 
significance of disaggregating the relationships 
by regional and metropolitan character. 

Table 2 preseits the means and standard 
deviations for each sample and sub -sample and 
Tables 3 and 4 give zero -order correlations. 
As expected the net in- migration of nonwhites 
aged 25 -29 to southern metropolitan counties 
was very low - average rate of 12.26 - while the 
average net migration rate for larger and 
smaller northern and western SMSA counties was 
much higher, 94.59 and 101.33, respectively 
(Table 1). Average AFDC payment level per family 
also varied considerably by region with southern 
counties averaging nearly $80 as compared with 
$146 for larger and $140 for smaller northern 
and western metropolitan counties. 

Findings 

Looking at the results for all SMSA 
counties in Table 5, the nonwhite total income 
ratio, family income' level, and AFDC payment 
per family appear as the most significant fac- 
tors in the model. All three factors either 
directly or indirectly tap differentials in 
income potential and perhaps indicate the impor- 
tance (for this age cohort of young nonwhites) 
of moving to areas most indicative of the 
affluent society. Population size, as an 

indicator of the range of experiences and 
services available in the city, was of less 
significance than income and AFDC indicators in 
predicting nonwhite migration, and changes in 
employment opportunities was not a significant 
"pull" factor for this migratory age group. 

The total mode accounted for 39 percent 
of the variance explained in net migration 
rates for all SMSA counties (Table 5). How- 
ever, the predictive value of the model is 
sharply differentiated by region. The model 
has the highest predictive value for nonwhite 
migration to southern SMSA counties with 44.9 
percent of the variance explained (Table 6). 
This compared with 33.8 percent of the variance 
explained for migration to larger northern and 
western cities (Table 7) and 12.5 percent for 
smaller northern and western cities (Table 8). 

City size is the strongest attracting 
force in the migration of young nonwhites in 
the South (Table 6),Iwhile a second highly 
significant factor a more equal ratio 
between nonwhite and total income levels. 
Change in employed persons is also a significant 
factor, perhaps because of proximity to and 
information about acual developments in employ- 
ment opportunities in southern cities. AFDC 
payment level is not a "pull" factor, and this 
is not attributable to a lack of variation in 
payment levels betwe n southern metropolitan 
counties (Table 2). 
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The crux of the migration thesis is 

usually considered to be the northern and west- 
cities, and for the larger SMSA counties 

AFDC payment level is a significant component 
of the model (Table 7). None of the other vari- 
ables, except perhaps median family income level, 
even approaches statistical significance. How- 
ever, for the smaller northern and western 
cities AFDC is not a "pull" factor and, as before, 
only median family income level approaches sta- 
tistical significance. In summary, then, AFDC 
is a significant factor in nonwhite net in- 
migration to larger but not smaller northern and 
western cities, and not important in nonwhite 
migration to southern cities where the chance 
to earn larger incomes, more equal to those of 
whites, and the size of the SMSA are more signif- 
icant attracting factors. 

Discussion 

There may be several ways to view the 
findings, albeit we choose to generalize at the 
aggregate level, that is the urban community, 
rather than at the individual level. However, 
findings from this perspective are seen as 
relevant to the more social psychological 
formulations involving individual motivations 
and migratory behavior, in that predictive 
results contrary to the findings of aggregate 
models would be open to question. 

In terms of migration theory, the model 
has minimal predictive power, particularly for 
nonwhite net migration to northern and western 
SMSA counties. Perhaps "push" factors at areas 
of origin are more important in the urbanward 
migration of young nonwhites than the literature 
for all migrants would seem to indicate (Stinner 
and DeJong, 1969). Much of the past research 
on "pull" factors has not explicitly considered 
attracting factors for racial groups, particu- 
larly in regard to the consistently reported 
influence of employment opportunities. 

Not tapped in this model but inexorably 
intertwined with employment opportunities and 
higher income potentials for nonwhite migrants 
are variables which represent distance between 
origin and destination and the existence of 
friends and relatives in the region of origin 
and /or destination (Barth, 1970; 188 -189). 
Friends and relatives in a metropolitan area of 
destination often provide information concerning 
perceived and /or potential job opportunities, 
and this helps determine why migrants choose 
one destination rather than another (Blumberg 
and Bell, 1959; Rubin, 1960; MacDonald and 
MacDonald, 1964). Among groups subject to 

discrimination, the support of friends and family 
may be quite important (Lurie and Rayack, 1966). 
Even though opportunities for employment may be 
relatively near the area of origin, economic and 
social costs of migration may be less if a 
migrant goes to a distant place where initial 
accommodations, job information, and primary 
group social relationships are available through 
friends and relatives. Important as distance 
and friends and relatives may be in explaining 



nonwhite migration to cities, they cannot be 
adequately operationalized in a model based on 
net instead of stream migration data where 
counties rather than individuals or families 
are the unit of analysis. 

Turning to the findings concerning AFDC 
payment level as a "pull" factor in nonwhite 
migration, the hypothesis receives some support, 
although the picture is complex and inconsistent. 
First, AFDC is related to net in- migration to 
larger but not smaller northern and western 
SMSA counties, yet payment structures are basi- 
cally the same for all metropolitan counties 
within a given state. In other words, despite 
within -state similarities in payment levels, 
AFDC appears to "pull" migrants to the New 
Yorks, the Philadelphias, the Detroits, and the 

San Franciscos but not to the Albanies, the 
Harrisburgs, the Flints, and the Fresnos. 
Second, AFDC is not a "pull" factor in the 
migration of young nonwhites to southern SMSA 
counties. Third, level of AFDC payment and 
median family income are interrelated which may 
suggest that income level has both a direct and 
indirect affect on nonwhite migration, with the 
indirect affect being through higher AFDC pay- 
ment. 

Accepting the migration hypothesis for 
larger northern and western cities, the frame 

of reference here would suggest that AFDC is a 
community resource for income support which 
migrants and nonmigrants can fall back on if 
necessary. But to interpret this resource, 
greater in some cities than others, as a primary 
cause of net in- migration seems questionable at 
best. Not all nonwhite migrants are the "wel- 
fare poor." In fact, perhaps only a small 
number are. Characteristics of migrants studies 
(Hamilton, 1964; Suval and Hamilton, 1965) 

indicate that nonwhite migrants to the north and 
west have a higher level of years of school 
completed than the nonwhite population in the 
areas of destination. If education is related 
to employment, migrants may not be dispropor- 
tionally unemployed. And since the measure here 
is net migration, it must be recognized that 
some migrants who "didn't make it" return to 
their area of origin rather than go on welfare. 
Finally, the 25 -29 age cohort was 15 -19 years 
of age at the beginning of the decade, and it 
seems reasonable that many migrated before they 
entered the life -cycle stage that necessitated 
AFDC assistance. 

Lending substantiation to the argument 
that AFDC is not a primary cause of migration 
is a New York City study of welfare clients 
which found that a maximum of 14 percent of 
AFDC cases were people who had migrated to New 
York in a 23 -month period prior to the study. 
"In spite of the coping problems facing the 
newly arrived migrant family, they appeared to 
be less likely to use public assistance than 
long -term migrant families" (U.S. Department of 
Health, Education, and Welfare and the New York 
State Department of Social Services, 1969; 39). 

Supporting evidence also comes from another 
study of welfare families in New York City 
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(Podell, 1967) which reported that 75 percent of 
the mothers responding to the survey had either 
been raised in New York City or were ten -year 
residents and had not migrated solely for the 
purpose of becoming AFDC clients. 

Perhaps it can be concluded that once the 
decision is made to migrate to a northern or 
western SMSA, the area of destination for young 
nonwhites is more likely to be a large city in 
a state that provides a higher AFDC benefit than 
one that provides a lower benefit. The point to 
be made is that nonwhite migrants tend to move 
to areas which appear to offer them greater 
civil and economic opportunities. It is, how- 
ever, these same areas (especially large cities 
in the northern and western states) which also 
provide the most liberal AFDC programs and pay- 
ments. From this conclusion we find agreement 
with Steiner (1970; 13) that welfare reform 
which standardizes AFDC benefits throughout the 
nation, admirable as it may be from a human- 
itarian viewpoint, is unlikely to make Missis- 
ippi as attractive as New York to Blacks in 
search of greater freedom and opportunity. 

FOOTNOTE 

1. To eliminate the contribution of nonwhite 
in- migrants aged 25 -29 from the 1950 -1960 
percent change in employed persons in the 
civilian labor force, the following proce- 
dure was applied to data for SMSA counties 
with a 1950 -60 net in- migration of nonwhites 
aged 25 -29. 

E - M 

E1950 

where: 

E change in the number of employed 
persons in the civilian labor force, 
1950 -1960. 

M = number of nonwhite net in- migrants 
aged 25 -29, 1950 -1960. 

E1950 = 
number of employed persons in 
the civilian labor force, 1950. 

REFERENCES 

1. Anderson, Theodore R. 
1956 "Intermetropolitan Migration: A 

Correlation Analysis. American 
Journal of Sociology 61:459 -462. 

2. Barth, Michael C. 
1970 "Migration and Income Maintenance." 

In The President's Commission on 
Income Maintenance Programs, 
Technical Studies, 187 -206. 

3. Blanco, Cicely 
1964 "Prospective Unemployment and 

Interstate Population Movements." 
Review of Economics and Statistics 
46:221 -222. 

4. Blevins, Audie L. 
1969 "Migration Rates in Twelve Southern 

Metropolitan Areas: A 'Push -Pull' 



5. 

Analysis." Social Science 
Quarterly 50:337 -353. 

Blumberg, Leona d and Robert Bell 
1959 "Urban Migration and Kinship Ties." 

Migration from the South." Social 
Forces 38:33 -42. 

1964 "The Negro Leaves the South." 
Demography 1:273 -295. 

Social Problems 6:328 -333. 18. Lansing, John B. and Eva Mueller 
6. Bogue, Donald J 1967 The Geographic Mobility of Labor. 

1959 "Internal Migration." In Philip Ann Arbor: Survey Research Center 
M. Hauer and Otis Dudley Duncan Institute for Social Research. 
(eds.), The Study of Population: 19. Lowry, Ira S. 
An Inventory and Appraisal. 1966 Migration and Metropolitan Growth: 
Chicago: The University of Two Analytical Models. San 
Chicago Press. Francisco: Chandler Publishing Co. 

7. Bogue, Donald J. 20. Lurie, Melvin and Elton Rayack 
1969 Principles of Demography. New 1966 "Racial Differences in Migration 

York: Wiley and Sons. and Job Search: A Case Study." 
8. Bogue, Donald J. and Margaret M. Hagood Southern Economic Journal 33:81 -95. 

1953 Subregional Migration in the 21. MacDonald, John S. and Leatrice MacDonald 
United States, 1936 -1940, Vol. II: 1964 "Chain Migration, Ethnic Neighbor- 
Differential Migration in the hood Formation, and Social Net- 
Corn and Cotton Belts. Miami, Ohio: works." Milbank Memorial Fund 
Scripps Foundation Studies in Quarterly 42:82 -97. 
Population Distribution, No. 6. 22. Morrison, Peter A. 

9. Bowles, Gladys 1970 Urban Growth, New Cities, and 
1956 Net Mi ration from the Rural -Farm "The Population Problem." The 

Popula ion, 1940 -1950. Agricul- Rand Corporation, P- 4515 -1. 
tural Marketing Service. Statis- 23. Moynihan, Daniel P. 
tical Bulletin No. 176. 1967 "The Crisis in Welfare: A View 

10. Bowles, Gladys K. and James D. Tarver from New York. Working paper for 

1965 Net Migration of the Population, a conference on public welfare. 

1950 -60, by Age, Sex, and Color. Harriman, New York. 

Volume I, Parts 1 -6. In coopera- 24. Myrdal, Gunnar 

tion with Oklahoma State University 1944 An American Dilema. New York: 

Research Foundation and United Harper and Brothers. 
States rea Redevelopment 25. Nixon, Richard 

Adminis ration. Washington, United 1969 "Proposals for Welfare Reform." 

11. 

States 
Bureau of Social 

1968 A Natio 

overnment Printing Office. 
Science Research 
al Study of the AID to 

U.S. House of Representatives, 
91st Congress, 1st Session, 
Document No. 91 -146. 

Familie with Dependent Children 26. Podell, Lawrence 

Program Report No. II for the 1967 "Mothers' Nativity and Immigration:' 

Social and Rehabilitation Service, Preliminary Report No. 4, Families 

Department of Health, Education on Welfare in New York City. 

and Welfare. Center for Social Research, Gradu- 

12. Cowhigt James D., and Calvin L. Beale ate Center, City University of New 

1964 "Socio- economic Differences York. 

Between White and Nonwhite Farm 27. Rogers, Tommy W. 

Populations of the South." 1969 "Migration Attractiveness of 

Social Forces 42:354 -362. Southern Metropolitan Areas." 

13. Donnelly, William L. Social Science Quarterly 50:325- 

1970 Demographic Correlates of the Aid 336. 

to Families with Dependent 28. Rubin, Morton 

Children Program. Unpublished 1960 'Migration Patterns of Negroes from 

Master's Thesis, The Pennsylvania a Rural Northeastern Mississippi 

State University. Community." Social Forces 39:59 -66. 

14. Eldridge, Hope J. and Dorothy Swaine Thomas 29. Steiner, Gilbert Y. 

1964 Demographic Analyses and Inter- 1970 "Reform of Welfare Reform." 

relations. Philadelphia: (Mimeograph) 

American Philosophical Society, 
Vol. III of Population Redistribu- 

30. Stinner, William F. and Gordon F. DeJong 
1969 "Southern Negro Migration: Social 

tion and Economic Growth, United and Economic Components of an 

States, 1870 -1950. Ecological Model." Demography 6: 

15. Greenwood, Michael J. and Patrick J. Gormely 455 -471. 

1971 "A Comparison of the Determinants 31. Suval, Elizabeth M. and C. Horace Hamilton 

of White and Nonwhite Interstate 1965 "Some New Evidence on Educational. 

Migration." Demography 8:141 -155. Selectivity in Migration to and 

16. Ginzberg, Eli From the South." Social Forces 

1956 The Negro Potential. New York: 43:536 -547. 

Columbi University Press. 32. Taeuber, Karl E. and Alma F. Taeuber 

17. Hamilton, C. Hor ce 1965 "The Changing Oharacter of Negro 

1959 "Educat oval Selectivity of Net Migration." American Journal of 

191 



Sociology 70:429 -441. 
33. Tarver, James D. and Calvin Beale 

1968 "Population Trends of Southern 
Nonmetropolitan Towns, 1950- 
1960." Rural Sociology 33:19 -29. 

34. ter Heide, H. 

1963 "Migration Models and Their 
Significance for Population 
Forecasts." Milbank Memorial Fund 
Quarterly 41:56 -76. 

35. Tilly, Charles 
1968 "Race and Migration to the American 

City." In James Q. Wilson (ed.), 
The Metropolitan Enigma. Cambridge, 

Massachusetts, Harvard University 
Press. 

36. United States Department of Health, Educa- 
tion and Welfare 
1966 Graphic Presentation of Public 

Assistance and Related Data: 
Trend Report. Social and 
Rehabilitation Service, Assistance 
Payments Administration. 

37. United States Department of Health, Educa- 
tion and Welfare and the New York State 
Department of Social Services 
1969 "Aid to Families with Dependent 

Children in New York City." 
Committee on Ways and Means, U.S. 
House of Representatives, 91st 
Congress, 1st Session, Document 
No. 34 -557. 

38. Zuiches, James J. 
1970 "In- migration and Growth of Non - 

metropolitan Urban Places." Rural 
Sociology 35:410 -420. 

Table 1. Description of Total Sample and Sub -Samples 

Area 

Counties composing the 211 SMSA's of the contiguous United States, 1960 

Sample Size 

346 

SMSA counties for which age- sex -color specific 1950 -60 net migration 185 
rates are available;* > 5,000 nonwhites, 1960 

Southern SMSA counties ** 85 

Northern and western SMSA counties 100 

Larger SMSA counties with populations of 500,000 or more and 64 

their suburban counties 
Smaller SMSA counties with populations of less than 500,000 36 

*Source: Bowles and Tarver, Net Migration of Population, 1950 -60 by Age, Sex, and Color. 

* *South as defined by the U.S. Bureau of the Census. 

Table 2. Means and Standard Deviation of Each Variable 

Variables* 

All SMSA Counties Southern SMSA Counties Northern and Western SMSA Counties 

Mean 
Standard 
Deviation Mean 

Standard 
Deviation 

LARGER CITIES 
Standard 

Mean Deviation 

SMALLER CITIES 

Standard 
Mean Deviation 

29.97 35.26 36.30 41.35 26.70 29.87 20.84 25.00 

X2 $5,956 $1,015 $5,332 $989 $6,572 $742 $6,337 $541 

X3 0.62 0.11 0.55 0.09 0.67 0.11 0.68 0.06 

X4 500,393 691,267 279,940 255,425 823,054 785,321 446,772 96,475 

X5 $114.46 $40.62 $79.93 $25.64 $146.09 $26.68 $139.79 $20.76 

X6 58.08 86.29 12.26 49.24 94.59 84.34 101.33 105.17 

*X 
1 

= Percent change in employed persons, 1950 -60. 

X2 Median family income, 1959. 

X4 = Total population, 1960. 

X5 = AFDC payment per family, 1960. 

X3 Nonwhite /total income ratio, 1959. X6 Net migration rate, 1950 -60, for non- 

whites aged 25 -29. 
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Table 3h Matrix of Zero -order Correlations; All SMSA Counties Above the Diagonal 
and Southern SMSA Counties Below the Diagonal 

Variables X2 X3 X4 X5 X6 

Percent change employed 
persons, 1950 -69 0.156 -0.030 0.006 -0.008 0.029 

X2 Median family income, 1959 0.388 0.380 0.306 0.688 0.512 

X 
3 
Nonwhite /total income 
ratio, 1959 0.136 -0.021 0.241 0.515 0.483 

X4 Total population, 1960 0.042 0.290 0.043 0.340 0.332 

X5 AFDC payment per family, 1960 0.218 0.575 0.023 0.078 0.563 

X6 Net migration rate; 1950 -60, 
for nonwhites aged 25 -29 0.325 0.337 0.375 0.528 0.171 

Table 4. Matrix of Zero -order Correlations: Larger Northern and Western SMSA Counties 
Above the Diagonal and Smaller Northern and Western SMSA 

Counties Below the Diagonal 

Variables X2 X3 X4 X5 X6 

Percent change in employed 
persons, 1950 -60 

X2 Median family inome, 1959 -0.077 

X3 Nonwhite /total illicome 
ratio, 1959 -0.094 

X4 Total population, 1960 0.447 

X5 AFDC payment per family, 1960 0.177 

X6 Net migration rate; 

for nonwhites aged 25 -29 -0.049 

0.231 0.055 

0.189 

0.276 

0.278 0.143 

0.270 -0.072 

0.461 0.278 

-0.150 

0.126 

0.124 

0.152 

0.204 

0.174 

0.372 

0.287 

0.269 

0.175 

0.073 

0.379 

0.226 

0.199 

0.591 

Table 5. Measures of Relationship Between Model Components and the 1950 -60 Net 

Migration Rate for Nonwhites Aged 25 -29 for All SMSA Counties 

Model Components 

Percent change it employed persons, 1950 -60 

X2 Median family income, 1959 

X3 Nonwhite /total income ratio, 1959 

X4 Total population, 1960 

X5 AFDC Payment per family, 1960 

Standardized Regression Standard 

Coefficient Error Student t 

0.005 0.059 0.088 

0.207 0.082 2.524* 

0.244 0.067 3.624 ** 

0.124 0.062 2.008* 

0.253 0.087 2.898 ** 

Multiple Coefficient of Determination (R2) = 0.391; F (5,179) = 24.83 

*p < .05 
* *p < .01 
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Table 6. Measures of Relationship Between Model Components and the 1950 -60 Net Migration 
Rate for Nonwhites Aged 25 -29 for Southern SMSA Counties 

Model Components 
Standardized Regression 

Coefficient 
Standard 
Error Student t 

X1 Percent change in employed persons, 1950 -60 0.211 0.089 2.363* 

X2 Median family income, 1959 0.119 0.111 1.075 

X3 Nonwhite /total income ratio, 1959 0.329 0.082 3.993 ** 

X4 Total population, 1960 0.469 0.086 5.480 ** 

X5 AFDC payment per family, 1960 0.012 0.100 0.124 

Multiple Coefficient of Determination (R2) = 0.449; F (5,79) 14.70 

*p < .05 
* *p < .01 

Table 7. Measures of Relationship Between Model Components and the 1950 -60 Net Migration 
Rate for Nonwhites Aged 25 -29 for Larger Northern and Western SMSA Counties 

Model Components 
Standardized Regression 

Coefficient 
Standard 
Error Student t 

X1 Percent change in employed persons, 1950 -60 -0.059 0.108 0.544 

X2 Median family income, 1959 0.187 0.113 1.658 

X3 Nonwhite /total income ratio, 1959 0.090 0.108 0.836 

X4 Total population, 1960 0.021 0.109 0.193 

X5 AFDC payment per family, 1960 0.500 0.118 4.242 ** 

Multiple Coefficient of Determination (R2) = 0.338; F 0),58) 7.44 

* *p < .01 

Table 8. Measures of Relationship Between Model Components and the 1950 -60 Net Migration Rate 
for Nonwhites Aged 25 -29 for Smaller Northern and Western SMSA Counties 

Model Components 
Standardized Regression 

Coefficient 

Standard 
Error Student t 

X1 Percent change in employed persons, 1950 -60 -0.065 0.186 0.347 

X2 Median family income, 1959 0.360 0.182 1.980 

X3 Nonwhite /total income ratio, 1959 0.165 0.168 0.984 

X4 Total population, 1960 0.096 0.190 0.507 

X5 AFDC payment per family, 1960 0.086 0.170 0.510 

Multiple Coefficient of Determination (R2) = 0.125; F (5,30) 2.00 
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RACIAL DIFFERENTIALS IN THE DETERMINANTS OF PROSPECTIVE MOBILITY 

Jeanne C. Biggar, University of Virginia 

Because traditional definitions of migration 
included only interèommunity spatial movement, 
generalizations on geographic mobility are appli- 
cable primarily to the white middle -class fami- 
lies predominant inithese long- distance moves 
(Lansing and Mueller, 1968: 263). Furthermore, 
most residential mobility studies have centered 
on the factors associated with local moves for 
white families. Thil emphasis on whites has been 
due in part to the nature of sample areas selec- 
ted in those studie$. Peter Rossi's Potential 
Mobility Index was based on four white census 
tracts selected to represent upper and lower SES 
levels and high and low mobility areas in Phila- 
delphia (Rossi, 1955). Wendell Bell's analysis 
of familism, consum rism, and career mobility 
drew from families in two Chicago suburbs (Bell, 

1958). Leslie and Richardson's life -cycle deter- 
minants were based a sample from a LaFayette 
white middle -class housing development (Leslie 
and Richardson, 196111). Despite the fact that the 
frequency of Negro intracommunity moves exceeds 
that of whites and that local moves account for 
80 to 85 per cent of residential exchanges in the 
United States, little attention has been given to 
the relevance of exiting theoretical mobility 
explanations for Negro moves.! 

Implicit in most general discussions of geo- 
graphic mobility is the idea that similar causal 
factors operate in the decision to move for Ne- 
groes as for whites but that racial mobility dif- 
ferentials are a consequence of the Negro's less 
advantaged socioeconomic position and the "hedon- 
istic" values associated with inadequate short- 

run decision - making which Beshers imputes to this 
social strata (Beshers, 1967: 135). If this is 
true, it is expected that the pattern of mobility 
determinants for Negro families would be similar, 
if not identical, to that for whites after the 
effects of SES variables are controlled. Such is 
the speculation which directed the primary pur- 
pose of this paper to test whether a theoretical 
prospective mobility model synthesizing the find- 
ings of earlier mobility research will apply to 
moving propensity for urban Negro families. More 
specifically, the task outlined is to discern 
significant differences in the patterns of pro- 
spective mobility determinants among white and 
Negro families when SES levels are held constant. 

The Prospective Mobility Model 
Previous studies of residential mobility 

have shown the family's propensity to move to be 
a function of previous moving experience, dura- 
tion of residence, housing tenure, relative dis- 
satisfaction with dwelling unit and neighborhood, 
size of family - particularly in the early sta- 
ges of the family life -cycle -- and the age and 
career mobility of the household head.2 Drawing 
on the findings of these studies, the theoretical 
prospective mobility model included four sets of 
independent variables: retrospective mobility, 
i.e., characteristics of the last move; dissatis- 
faction with present dwelling unit and neighbor- 
hood; family status variables; and dwelling 

status variables (Figure 1). The dependent vari- 
able, prospective mobility, conceptualized as the 
propensity to move, is indicated by the prefer- 
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ences and /or intentions to move in the near fu- 

ture. Consideration of exchange of dwelling 
unit, actual search for alternative locations, 
the desire if given the choice, and actual plans 
to move are all dimensions of this moving propen- 
sity. 

The structure of relationships outlined in 
this model proposes first that prospective mobil- 
ity depends upon retrospective mobility. Volun- 
tarism, the degree of control the family had in 
the last decision to make the last move and in 
the selection of the present dwelling unit, will 
decrease the degree of moving propensity (Rossi, 

1955). The distance over which the family tra- 
veled in the last move was expected to constrain 
the amount and accuracy of knowledge of destina- 
tion opportunities, housing types, and neighbor- 
hood qualities and hence increase prospective mo- 
bility (Westefeld, 1947; Ladinsky, 1967). Dura- 
tion of residence is expected to reduce moving 
propensity as in Land's axiom of cummulative in- 
ertia, "The probability of an individual contin- 

iin a state -- residential area -- increases 
with increasing length of previous residence" 
(Land, 1969 : 133). Second, prospective mobility 
is expected to depend upon the degree of dissat- 
isfaction with present location, the variable hy- 
pothesized to intervene in the relationships of 
retrospective mobility, family and dwelling sta- 
tus variables to prospective mobility. Third, 

characteristics of the family unit, such as stage 
in family life -cycle, size, income, education and 
occupation of the household head, tenure and so- 
cial mobility commitment were expected to deter- 
mine prospective mobility both indirectly through 
the degree of dissatisfaction, and directly or 
independent of the degree of dissatisfaction. 
Finally, the qualities of the urban environment 
were expected to influence the degree of moving 
propensity, again, indirectly through dissatis- 
faction, and directly despite the degree of dis- 
satisfaction of the family unit. 

Methodology 
A national survey of metropolitan house- 

holds (N =1476) in 1966 provideçlthe data for 
testing the prospective mobility model.3 Inter- 
views centered on objective and attitudinal dim - 
mensions of the present and previous dwelling 
units and neighborhoods, on consideration, choice 
and plans to move in the future, and character- 
istics of the members of the household unit. The 
responses of a subsample of recent urban movers 
(237 white and 117 Negro households in Central 
City Tracts who had exchanged dwelling units 
since 1960 and whose head was a full -time worker 
are analyzed in the following sections to pro- 
vide the comparison of white and Negro prospec- 
tive mobility determinants. Because the original 
question posed for research required an examina- 
tion of net relationships, path analysis was em- 
ployed to permit examination of the nature of re- 
lationships between any two variables while con- 
trolling simulaneously for the effects of all 
other variables in the model. 

Racial Differentials in Prospective Mobility 
The responses of recent movers into the ur- 

ban segments of the metropolitan areas to the 
four questions indicating moving propensity 
showed significant racial differentials(Table 1), 
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Table 1. Per Cent Distribution of Urban on 
Mobility Criteria for White, Negro, Ali. 

Mobility =ria White Negro Ali 

(N) t237) (117) (354) 

Have considered moving again: 

No 63.6 51.4 59.5 

Yes 36.4 48.6 40.5 

. . . and looked for another place: 

No 15.4 20.6 17.1 

Yes 21.0 28.0 23.4 

If had choice, would move again: 

No 53.2 35.0 47.2 

Dort Know 2.1 2.6 2.3 

Yes 44.7 62.4 60.6 

Actually plan to move in next year: 

No 67.5 57.3 64.1 

Don't Know 8.0 4.3 6.8 

Yes 24.5 38.5 29.1 

Almost half (48.6 %) of the Negro respondents, as 

compared to a third (36.4 %) of the whites 

had considered moving again. Furthermore, more 
Negroes had actually searched for alternative 

housing (Negro, 28.0%; white 21.0 %). The rest- 

lessness of the urban Negro is apparent on the 
last two question as well. Almost two- thirds 

said they would move if they had their choice. 

Not quite half of the whites expressed this de- 

sire. As to actual plans to move -- the most re- 

liable indicator of moving behavior -- thirty - 

eight per cent, almost double the national moving 

rate, said they expected to relocate in the year 

following interview (Van Arsdol, Sabagh, Butler, 

1968). In contrast about one - fourth (24.5 %) of 

the whites planned to move. The Negro -white dif- 

ferential in moving propensity over all criteria 

is clearly apparent in the comparison of distri- 

butions of respondents on the summary prospec- 

tive mobility score (Table 2). 

Table 2. Per Cent Distribution of Urban Respondents 
on Prospective Mobility Score for White, 
Negro, and All. 

Prospective Mobility Score White Negro All 

(N) (237) 

42.2 

(117) 

30.8 

(354) 

38.3 

1 - 12 28.2 30.8 38.3 

13 - 24 18.9 23.0 20.5 

25 - 36 10.5 19.7 13.5 

(Mean) ( 9.17) (13.15) (10.49) 

(Standard Deviation) (11.04) (13.22) (12.16) 

(Median) ( 3.40) ( 6.62) ( 3.73) 



Negro and White Prospective Mobility Models 

Submission the data gathered from these 
metropolitan households to path analysis permit- 
ted the empirical est of the theoretical pros- 
pective mobility m del deduced from previous stu- 
dies of white residential mobility.4 As expected, 
among urban white amilies, the pattern of rela- 
tionships followedrather closely the hypothe- 
sized model (Figure 2). In terms of net relation 
ships, the propensity to move again was determin- 
ed by the degree of dissatisfaction with the 
present dwelling uñit and neighborhood. Dis- 
satisfaction was highest in areas of lower family 
incomes with large shares of non -white popula- 
tion for household in the early stages of family 
life -cycle who were committed to upward social 
mobility. Socioeconomic variables influenced 
this scheme only tc the degree that they inhibi- 
ted the acquisition of ownership of the dwell- 
ing unit. 

The findings above are congruent with those 
of previous studies) of white mobility. Moving 
propensity for white families was primarily due 
to the dissatisfaction with present dwelling unit 
and urban enviromen, and despite the relative 
level of satisfaction or dissatisfaction,their 
desire to own a home of their own. Prospective 
mobility appears to be a function of upward car- 
eer mobility for those families in the expansion 
stages when they are expecting to achieve new 
dwelling status to match anticipated higher soc- 
ial status. 

The empirical prospective mobility model for 
urban Negro families shows several points of con- 
trast to that for whites (Figure 3). First, only 
one of the three paths of direct influence to 
prospective mobility, dissatisfaction with pre- 
sent location stemmed from the family unit it- 
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Mobility 
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self. The other paths were from areal Character- 
istics such that prospective mobility was more 

probable from census tracts with higher education 
levels and from those which showed the least in- 
vasion of non -whites between 1950 and 1960. 

Retrospective measures showed fewer but clear- 
er indirect paths through dissatisfaction and 
family characteristics for Negro families than 
for white families. Distance influenced only 
through its Correlation with voluntarism and so 
directly through greater dissatisfaction to great- 
er prospective mobility. Voluntarism linked dir- 
ectly to dissatisfaction and on to prospective 
mobility. In addition, it was correlated with 
tenure and so co- varied with dissatisfaction and 
prospective mobility in the same direction. Dur- 
ation had a direct path to dissatisfaction and an 
indirect one as well through size of family. For 
this subsample, the relationship of duration is a 
clear negation of the axiom of cummulative iner- 
tia. 'The longer a Negro family had lived at lo- 
cation, the more dissatisfied they tended to be, 
and hence the more inclined to move again. 

The pattern of influence of family character- 
istics on dissatisfaction -- both direct and in- 
direct -- was identical to that for urban white 
families. Attention should be called to the in- 
consistent roles of income, however. Note that 
one path through its correlation with tenure 
tended to decrease the level of dissatisfaction 
and so moving propensity as well, but its second 
path through areal educational level actually in- 
creased the probability of prospective mobility. 

Unlike the white model which indicated pro- 
spective mobility is associated with anticipated , 

social mobility, the Negro model suggests that 
anticipated residential mobility is associated 
with achieved social mobility. When the effects 
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Figure 3. Empirical Model of Retrospective Mobility, Vitry and Status, and Dissatisfaction 
Determinants of Prospective Mobility for Urban Negro &nilies 

of retrospective mobility, dissatisfaction and 
family characteristics are held constant, it is 
the Negroes who have already achieved dwelling 
status in the more favorable urban enviroments 
in which Negroes reside that show the higher de- 
gree of propensity to move again. Therefore, it 
is inferred from this analysis that prospective 
mobility for Negroes is more often a consequence 
than an antecedent of upward social mobility. 
Further, it is speculated that the lag in match 
of dwelling status with other social status di- 
mensions -- occupation ,education, and income -- 
for the socially mobile Negro family is due to 
the constriction of urban housing opportunities 
from discriminatory practices such as restrictive 
housing covenants. 

Conclusions 
The hypothesis that racial differentials in 

prospective mobility determinants would be mini- 
mized when socioeconomic levels were controlled 
found little support in this analysis. Two 
points of contrast should be emphasized in com- 
paring mobility determinants for white and Negro 
families living in the urban area. First, while 
like white families, dissatisfaction with present 
location is related to characteristics of the 
family and less voluntarism in the last move, un- 
like white families, dissatisfaction for Negro 
families stems from longer duration of residence 
but not directly from the attributes of the area 
in which they live. Second, for Negro families 
the influence of areal characteristics is direct- 
ly to prospective mobility where it seems the 
more desirable the tract -- in terms of societal 
evaluations -- the greater the probability of 
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subsequent moves. This is in contrast to white 
families where the pattern indicates the less 
desirable the tract, the greater the family's 
dissatisfaction and hence propensity to move 

again. 
It is argued here that these differences were 

due to the constraints of discriminatory housing 

practices. Where families were free to move from 
area to area in order to afford a fit between the 
desired and their actual dwelling status, the 
absence of fit was expressed in dissatisfaction 

among families who reside in the less desirable 
census tracts. However, when available alter- 
natives were restricted by color considerations, 
as in the case of Negro families here, after SES 
characteristics and the degree of dissatisfaction 
had been controlled, higher degrees of moving 
propensity could be expected in areas of greater 
relative rather than greater absolute deprivation. 
In this study Negro families with greater relative 
deprivation were those with higher socioeconomic 
levels who had invaded some of the relatively 
more desirable central city tracts. 

This multivariate analysis of white and Negro 
moving propensity indicated that racial differ- 
entials in mobility patterns cannot be adequately 
explained solely in terms of the more advantage- 
ous position of white middle -class families to 
utilize occupational and housing opportunity 
structures available. Furthermore, the implica- 
tions of the white -Negro contrasts are that decis- 
ion- making for Negro families is less a matter of 
"inadequacy" and more a matter of paucity of 
opportunities to select freely among housing 
alternatives suitable to their family needs. 



Until the constraints of discriminatory housing 
structures are relaxed, Negro families can be 
expected to continue their pattern of shelter 
opportunism. 
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1968; Land, 1969; Mangalam, 1968; Rossi, 1955; 
Burchinal and Bauder, 1965; Butler, Sabagh, and 
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3In 1965, the Center for Urban and Regional Stud- 
ies, University of North Carolina, undertook a 
study of moving behavior and residential choice 
in metropolitan areas under the auspices of the 
National Cooperative Highway Research Program of 
the Highway Research Board. An extensive inter- 
view was conducted in 1966 by NORC on a standard 
multi -stage area probability sample to the "block 
or segment" level. The universe sampled was 
posed of all non -institutional metropolitan pop- 
ulation of the U.S., 21 years or older. The 
Primary Sampling Uni :s were 1960 Standard Metro- 
politan Areas; the Sampling Units, localities or 
Census Tracts, drawn at random from listings 
stratified for size urban type. 

4 
Operational measure for the concepts included 
in the model are as ollows: Prospective Mobil- 
ity Index: score suing responses on consider- 
ation, search, choice and plans to move; Dis- 
satisfaction Index: core summing responses on 
dissatisfactions with number of rooms, number 
of bedrooms, size of rooms, inside appearance, 
outside appearance, age of the dwelling unit, 
and with the kind of people, cleanliness, con- 
dition of houses and apartments, and reputation 
of the neighborhood; Distance of last move; 
score based on seven "lengths" ranging from moves 
within same neighborhood to migrations from 
another state; Voluntarism: sum of scores on a 
twenty -five point scale based on reasons for 
last move ordered according to the degree of push 
from previous origin to degree of pull from des- 
tination; Duration of Residence: number of years 
of residence at present dwelling unit; Stage 
in Family Life -Cycle:' ten categories combining . 

seven family types with age of household head; 
Size of family: number living in the household; 
Increase in family size -- difference (if pos- 
itive) between present number and number in 
household at time of last move; Tenure: four 
categories: own, buy*, renting, other; Educ- 
ation and Income: U.S. Census classification for 
household head; Occupation: Duncan's SEI; 
Social Mobility Commitment: score summing three - 
point scale for last {dour of Westoff's items; 
Dwelling Status: fivé Characteristics of Census 
Tracts in sample as oIbtained from 1960 Census. 
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Homeownership, Race, and Housing Inequality in Metropolitan U.S. 

Ernest B. Attah, 

A substantial amount of research has been 

conducted on the general subject of residence, 

housing inequality, and race in cities of the U.S. 

Examples in the sociological tradition include the 

series of studies undertaken for the Commission on 

Race and Housing(summarized in McEntire 1960), the 

literature on racial residential succession(e.g. 

Duncan and Duncan 1957, and Taeuber and Taeuber 

1965), the more general "housing" literature (e.g. 

Duncan and Hauser 1960), and the extensive litera- 

ture dealing generally with the overall social and 

economic condition of blacks as compared to the 

rest of the society. While this literature has 
documented extensively the general patterns of 
housing inequality between the races, and over 
different areas of the city, there has not been 

much focusing on specific factors, to search for 
the ways in which they may influence what emerges 
as the general pattern. It should be noted, so as 
not to misrepresent the literature, that some 
attempts have been made to bring several demogra- 
phic and socioeconomic characteristics of popula- 
tion and some basic characteristics of housing to 
bear on analysis of overall patterns of housing 
inequality between races. However, the need still 
exists for more in -depth exploration of specific 
factors, and for attempts to explicate the role 
which these play in the complex of factors and 
processes involved in the ecological dynamics of 
the metropolitan community. To paraphrase for the 
present context a recent statement(Taeuber 1969, 
p.146) of continuing research needs in the general 
area of "race relations:" statistical documentation 
of white -black differences in total housing and 
changing patterns of residential distribution is 
ample; what is now needed is increasingly detailed 

analysis of identifiable central factors having 

far -reaching implications in this overall complex. 

The factor chosen for investigation here is 

homeownership. The supporting argument for this 

choice runs as follows: in the aggregate, the qua- 

lity of housing obtained by whites is better than 
the quality of housing obtained by blacks; in terms 
of occupancy of the total housing inventory, the 
housing obtained by blacks in metropolitan areas 
has for the most part come to them via a turnover 
process from previously white -occupied housing; 
this turnover process occurs gradually on a 
neighborhood basis; the blacks who have pioneered 
in this process of neighborhood change have been 
of generally high socioeconomic status - clearly 
higher, also, than the rest of the black popula- 
tion; homeownership has been found to be positively 
associated with socioeconomic status. As specific 
questions to explore, therefore, the following 
might arise: (a) what role does homeownership play 
in this process of neighborhood change? and (b) 

what identifiable role does homeownership thereby 
play in upgrading the quality of housing obtained 
by blacks? It is the purpose of this paper to 
explore these questions. Stated otherwise, the 
research intent here is to analyze the implications 
of patterns of homeownership for the trends in 
racial residential distribution, and the corres- 
ponding distribution of housing and neighborhood 
'amenities. 

Brown University 

The plan of analysis will be first to review 

the recent trends in homeownership and in some 

general factors that have some bearing an the 
homeownership trends and on the overall role of 
homeownership: trends in the representation of 

blacks in the local population, changes in family 

income, and changes in the overall housing inven- 

tory. Then, after a review of the general trends 

in the quality of housing obtained by blacks and 

whites, the analysis will be carried out on a 

neighborhood basis: given a classification of local 

areas according to stage in the turnover process 

from white to black occupancy, trends in levels of 

homeownership will be examined for the different 

stages, and then the analysis will focus on the 

areas undergoing the first stages to review the 

trends in family income and in housing quality. 

Finally, this area -wise analysis will be articula- 

ted with an aggregate -level examination of the 

implications of homeownership for the quality of 

housing obtained by blacks and whites. 
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The review of trends in homeownership will 

include data for the U.S. - total and nonfarm - 

and for the nonfarm areas of the four regions, to 

provide a general overview of the national and 

regional context. The local -area analysis will 
deal with four major cities, each in one of the 

four regions of the country: Atlanta, Ga., 

Boston, Mass., Cleveland, Ohio, and San Francisco, 

Cal. The data will refer to the city proper only. 

Note on Data 

The data for this study were drawn entirely 

from publications of the U.S. Bureau of the Census 

from the decennial censuses of population and 

housing. Thus their character and scope are cir- 

cumscribed by the limitations inherent in census 

data. Especially problematic here is the issue of 

reliability and comparability in the measurement 

of quality of housing. The categorization of hou- 

sing quality on the basis of condition and plumbing 

has been different for each of the three census 

years to be dealt with in the analysis here(1940, 

1950, 1960), with the result that the level of 

comparability of data between censuses is indeter- 

minate. Furthermore, the rating of each unit has 

rested solely with the census enumerator with the 

result, in this case, that the level of scorer 

reliability is largely indeterminate. The many 

problems of measurement involved in the assessment 

of quality of housing are discussed at length in 

a Census Bureau Working Paper(No. 25, 1967). 

As a conventional measure widely used in the 

literature, the condition and plumbing measure 

will also be used in this paper subject, of course, 

to the limitations discussed. In an attempt to 

amelicrate(to the extent possible) some of these 

problems, another measure will also be used as an 

indicator of housing quality. If the argument is 

made that for such various reasons as normal wear, 

disrepair, over -use, etc., housing tends on the 

whole to deteriorate in quality with time, then 

the age of the structure may serve as at least a 

rough indication in the aggregate of quality. 



Indeed, the tabulations of age of structure against 
the corresponding condition and plumbing measure 
in census reports from the three census years 
supports this conjecture. 

Yet a third measure of housing quality will 
be used in this paper. Whereas the condition and 
plumbing measure and the age of structure refer 
to the physical characteristics of the housing 
unit itself, the aim this time is to find a mea- 
sure which reflects the pattern of living implied 
by occupancy of the unit by the household involved. 
The extent of room crowding is one such measure, 
and an indicator is available for it in the form 
of persons per room in census reports. This mea- 
sure also has limitfitions(e.g. it ignores possible 
differences in the sizes of the rooms), but it 
should reasonably serve as at least a rough 
indicator. 

Where the data are available, all three mea- 
sures will be used in the analysis below. The 
hope is that the different perspectives which they 
represent concerning the general issue of quality 
of housing should make for a more rounded view 
than any one of the could provide singly. The 
attendant risk of compounding errors must of 
course be kept in mind. 

A final note on data concerns notational 
convention. The bulk of the census data relevant 
to the analysis below is tabulated by color 
( "white" vs. but the orientation of 
the discussion leans towards interpretations for 
races( "white" vs. "black" or "Negro "). The problem 
of equivalence which arises is negligible for the 
purposes of analysis at the level of aggregation 
involved here in ares where the representation 
of "Other Nonwhite" in the total nonwhite popula- 
tion is small. Atlanta, Boston, and Cleveland fall 
in this category. In San Francisco, However, 
"Other Nonwhites" constitute a substantial propor- 
tion of the total nonwhite population. Thus where- 
as it is legitimate to use "black" and "nonwhite" 
interchangably for the other three cities, the 
equivalence breaks down for San Francisco. This 
distinction should be borne in mind in reading 
through the discussion below. Parenthetically, 
however, it should bel interesting as a subsidiary 
research question to see whether or not the white - 
nonwhite differentials observed in San Francisco 
are similar enough to the white - nonwhite differen- 
tials observed in thelother cities to warrant the 
conclusion that for the purposes of the kinds of 
issues dealt with in the analysis below, the 
"Other Nonwhite" population of San Francisco may 
as well be considered, "black." 

Review of Broad Trench::: 1940 -1960 

Homeownership levels are measured as the 
percentage of occupied units which are owner- 
occupied. Table lA sholws trends in homeownership 
between 1940 and 1960 for the U.S.(total and non- 
farm) and for the four4regions(nonfarm only). 

On the whole, rates of homeownership increased 
between 1940 and 1960. This was true for the 
country as a whole, for nonfarm areas of the 
country, and for the nonfarm areas of each region 
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of the country, but the specific patterns differed 
markedly between the two decades spanned by the 
total period of study. The decade of the 1940's 

marked a sharp rise in the levels of homeownership, 
but these levels actually declined slightly 
between 1950 and 1960. For the U.S. total, for 

instance, the level increased by eleven percen- 
tage- points between 1940 and 1950, but decreased 
by six -tenths of a percentage -point in the 1950's. 
Perhaps the most pronounced rise -and -fall pattern 

was evidenced by the West with changes of 10.5 and 
4.3 percentage -points respectively. 

To compare the different areas, ownership of 
nonfarm housing, first, is understandably at some- 
what lower levels than ownership of total housing. 
Over the regions, the pattern of ownership(nonfarm 
housing only) falls in the order of lowest levels 
in the Northeast, followed by the South and West, 
with levels in the North Central region being the 
highest. This pattern is consistent through the 
three census years reviewed, but the clustering 
of regions by levels changes over the period: in 

1940 the Northeast and the South fall relatively 
close together, at some remove from the West and 
North Central which are close together. In 1950 
the pattern is of the Northeast separated from 
the South which is in turn separated from the 
West and North Central which fall together. In 1960 

the South and West are clustered together with the 
Northeast falling below at some remove, and the 
North Central above. 

Table 1B shows the trends in homeownership, 
by color, between 1940 and 1960 for the four cities 
under study. There are parallels between the home- 
ownership trends in these four cities and the 
larger nationwide and regional trends, but there 
are also some departures. Generally, the levels 
rose between 1940 and 1960, but there were clear 
differences between the two decades involved. 
Between 1940 and 1950 there were relatively substan- 
tial increases in levels in Atlanta and Cleveland, 
and somewhat smaller increases in Boston and San 
Francisco. The levels in Atlanta, Boston and Cleve- 
land continued to rise in the 1950's, although at 
a reduced pace than in the preceding period. 
Over this period, the increase in Atlanta was 
somewhat larger than the increase in the other 
two cities. But in San Francisco the level 
declined slightly between 1950 and 1960. Thus the 
ranking pattern wherein overall levels of home- 
ownership were highest in Cleveland and lowest in 
Boston clearly held true for 1940 and 1950, but 
was modified in 1960 by the emergence of Atlanta 
with a slightly higher level than Cleveland. 

The data by color reveal first that the 
trends in white ownership levels paralleled quite 
closely the trends for the total population: the 
levels increased over the total period in all four 
cities, but the increase over the 1940's was 
generally greater than the increase between 1950 

and 1960, and in San Francisco the level actually 
fell slightly in the latter period. For the non- 
white population the pattern of substantial 
increase in levels between 1940 and 1950, followed 
by a reduced increase over the 1950's also occurred 
in Atlanta, Boston, and Cleveland, but the distinc- 
tion of San Francisco this time is that the per- 



centage -point increase between 1950 and 1960 
actually exceeded the comparable figure for the 

first decade of study. Thus although in 1940 the 
level of nonwhite homeownership in San Francisco 

was distinctly below the comparable levels in the 

other cities, by 1960 it was clearly higher than 
the comparable level in Boston, and not much lower 
than the levels in Cleveland and Atlanta. 

As a final note on homeownerhip trends by 
color, mention should be made of the fact that 
there have been marked and persistent differentials 
in levels between whites and nonwhites, with non- 
whites owning their own homes much less than 
whites. In 1940 the differences were of the order 
of twenty to thirty percentage - points, and the 
highest nonwhite level(Atlanta) barely exceeded 
10 %. Given the different patterns of change in 
levels over the period 1940 to 1960, the differen- 

tials in 1960 were narrowed somewhat to the range 
of between ten and twenty -five percentage -points, 
but the highest nonwhite levels(Atlanta and Cleve- 
land) were still under 30 %. 

Tables 2 and 3 show data relevant for a review 
of overall trends in some major population and 
housing characteristics. As the significant units 
competing on the market for housing, households 
are used here as the basis for indicating trends 
in the representation of nonwhites in the local 
population. Concerning the total number of house- 
holds, it should be noted that the first impression 
given by the trends in Atlanta are misleading: the 
apparent large increase between 1950 and 1960 
resulted from the annexation of territory during 
that period. The actual patterns of growth in num- 
bers of households were quite similar among all 
four cities. In Atlanta, Boston and Cleveland, the 
overall increase was of the order of between 10% 
and 15% between 1940 and 1960, and the overwhelming 
bulk of this growth took place in the first of the 
two decades involved. San Francisco displayed a 
generally similar pattern, but the levels involved 
were higher: there was a 25% increase in total 
number of households between 1950 and 1960, and an 
overall increase of about 40% between 1940 and 1960. 

The trends in representation of nonwhites in 
the local population seem to reflect in these four 
cities the population shifts which took place on 
a larger scale. Specifically, with the great 
migration of blacks from predominantly the rural 

South into the urban North, coupled with the conti- 
nuing suburbanization of the white population, the 
proportion black of the population of central 
cities rose steadily between 1940 and 1960 in the 
North and West, but did not change much in the 
South, showing only a slight upturn in the 1950's 

(see Farley 1968). Thus the proportion nonwhite of 
households in Boston, Cleveland and San Francisco 
increased substantially between 1940 and 1960, and 
decreased by one percentage -point in Atlanta over 
the same period(N.B. the annexed territory in 

Atlanta had a smaller proportion nonwhite than the 
rest of the city). Data not reported here indicate 
that the representation of blacks among the nonwhite 
population of San Francisco also increased over the 
period: in 1940 the overall representations of Negro 
and Other Nonwhite households among all households 
were 0.7% and 3.1% respectively, and in 1960 the 
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comparable representations among total population 
were 10.0% and 8.3% respectively. 

The rather sketchy data available indicate 

that family income(in current dollars) generally 

rose for both whites and nonwhites between 1940 
and 1960. In raw percentage terms, the increase in 
median family income seems to have been greater 
for nonwhites than for whites. However, given the 
extremely low levels(relatively and absolutely) 
from which the nonwhite figures started at the 
beginning of the period, very substantial differen- 
tials persisted through the end of the period 
between the white and nonwhite levels. These diffe- 
rentials seem to have been at their worst in Atlan- 
ta: whereas the median family income for whites 
fell within a relatively narrow range across cities, 
the nonwhite level in Atlanta was substantially 
lower than the corresponding levels in Cleveland 
and San Francisco. Comparable data by color are 
not available for Boston. 

Trends in characteristics of housing are repor- 
ted in Table 3. The measure of proportion of all 
units which are in one -unit structures attempts to 
indicate the general representation in the overall 
housing inventory of units suitable for owner - 
occupancy. The levels involved there are distinctly 
lower in Boston than in the other three cities. 
Part of the explanation for Boston's generally 
lower levels of homeownership may lie in this fact. 
Further, the increase in the levels involved was 
very slight for Boston and San Francisco between 
1940 and 1960, but was quite substantial in Atlanta 
and Cleveland. Thus by 1960 somewhat over half of 
the housing units in Atlanta were in one -unit 
structures, and the corresponding levels for Cleve- 
land, San Francisco and Boston followed at inter- 
vals of roughly fifteen, ten, and twenty percen- 
tage- points respectively. 

Construction of new units took place at a 
fairly vigorous pace over the two decades of study 
in San Francisco(roughly 61,000 units authorized), 
somewhat less in Atlanta and Cleveland(47,000 and 
39,000 units authorized, respectively), and rela- 
tively much less in Boston(21,000 units authorized). 

Vacancy rates in all four cities fell to below 2% 
in 1950 from levels of roughly between 3% and 7% 

in 1940, and then rose again to between 3% and 5% 
in 1960. These trends may perhaps partially reflect 
pressures on housing resulting from the trends in 

numbers of households in the cities. 

The final item of review in this section will 
be the general trends in housing quality in the 
four cities of study between 1940 and 1960, on the 
basis of three indicators(see Table 4). Consider 
first the age of structure. There was not much 
change in the proportion of all units which were 
in structures ten years old or older in Boston 
over the period 1940 -60. In Cleveland the corres- 
ponding proportion declined somewhat - more so 
between 1940 and 1950 than in the 1950's. In San 
Francisco it fell slightly over the first decade 
of study and rose again in the second, and in 
Atlanta it fell steadily over the entire period. 
Concerning racial differentials, it seems from the 
data available for 1960 that there really was not 



much difference on he whole in the age of housing 
occupied by whites and nonwhites. 

Since the cond tion and plumbing measures are 
not comparable betw en census years, it is not 
possible to discuss the time -trend in quality of 
housing as indexed by that measure. Looking within 
census years, however, it becomes quite clear that 
in the aggregate the quality of housing occupied 
by nonwhites has been distinctly poorer than the 
quality of housing occupied by whites. This conclu- 
sion holds true for all four cities of study, and 
for all dates in the period of study for which 
data are available. And to compare cities, the gap 
between whites and nonwhites in occupancy of basi- 
cally sound housing Dias largest in Atlanta(with 
more than a twenty -five percentage -point difference 
on both the 1940 and 1960 measures), and was pro- 
gressively less in S n Francisco and Cleveland. 
From the data availa le, it seems that the non- 
white population of oston was relatively the 
least disadvantaged of the four. 

The trends in róom crowding paralleled closely 
the trends in occupancy of sound housing: in Atlan- 
ta, San Francisco and Cleveland the proportions 
of nonwhite -occupied units housing more than one 
person per room were clearly larger than the 
corresponding proportions of white -occupied units. 
And this was true for the two census years between 
1940 and 1960 for which data are available. This 
differential between whites and nonwhites persis- 
ted even as overall levels of room crowding de- 
creased for both groups over the period of study. 
Boston also emerges as an exception to the patterns 
evidenced by the other three cities: there was 
hardly any difference between the white and non- 
white levels of occupancy of units with more than 
one person per room in 1940. In fact, the differen- 
tial that did exist( ix-tenths of one percentage - 
point) was in the direction of whites being at a 
disadvantage. Unfortunately, no more color- specific 
data are available for Boston, and statements about 
the rest of the 1940 -60 period are therefore 
precluded. 

In summary, therefore, the review undertaken 
in this section has revealed the following: first, 
homeownership levels have generally increased over 
the period 1940 -60. The specific patterns have 
differed between regions and between the four 
cities studied, but the general statement holds 
true for the total p ulation in each area, as well 
as for the white and onwhite segments of the popu- 
lation. Differentials were observed between whites 
and nonwhites in init al levels of homeownership 
and in amounts of increase over the period, and 
consequently in final levels. The figures for non- 
whites in all cases were lower than the corres- 
ponding figures for whites, except for amounts of 
increase in homeownership level over the period 
for San Francisco. 

These trends in homeownership took place in 
the face of continued growth in the numbers of 
households in the four cities, and also of both 
an increasing representation of nonwhite house- 
holds in the local population(Boston, Cleveland, 
San Francisco), and o no particular change in 
representation of non bite households(Atlanta). 
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At the same time, income levels generally rose, 
but the available data indicate that although the 
percentage increase between 1940 and 1960 in median 
family income was greater for nonwhites than for 
whites, the dollar- difference between white and 
nonwhite levels of median family income actually 
widened over the period. 

Construction rates varied between the four 
cities over the two decades, the proportion of all 
units which were in one -unit structures increased 
appreciably for two of the four cities(Atlanta 
and Cleveland) but did not change much for the 
other two, and vacancy rates fell somewhat in the 
first of the two decades, then rose again(still 
without attaining high levels) in the second. 

Finally, clear and persistent differentials 
in general quality of housing obtained have been 
observed between whites and nonwhites over the 
period of study for three of the four cities. The 
scanty data available for the fourth city(Boston) 
suggest that the differential has perhaps not 
been as marked there as in the other cities. 

All the processes so far reviewed in broad 
terms(trends in homeownership levels, in general 
housing and population characteristics, and in 
quality of housing) necessarily had parallel 
manifestations on an areal basis: the housing 
inventory as well as the population resident in it 
was necessarily distributed in some way over the 
area of the city. Thus for the purposes of fuller 
explication of these trends it should be interes- 
ting to study their ecological parallels. In 
addition, there are aspects of the trends in the 
ecological pattern which are not shown by aggregate 
data of the sort so far reviewed, but which are 
important for shedding meaningful light on issues 
relevant to the central concerns of this paper. 
Therefore the analysis will now turn to examination 
of areal data pertaining to these issues for the 
four cities involved, over the period of study. 

Spatiotemporal Patterns 

The analysis in this section will be based 
on a grouping of census tracts according to stage 
in the process of racial residential succession. 
The overall thrust of the analysis will be to 
start by taking the process of neighborhood change 
as given, and them to study the changes that occur 
during this process in the character and color - 
tenure distribution of.the housing inventory, and 
in the socioeconomic profile of the resident popu- 
lation. Specifically, the plan is to review changes 
in homeownership over all stages, and then to 
study closely the changes in nature and character 
of housing, and in family income, in areas under- 
going the first stages of the process. 

The scheme by which census tracts are classi- 
fied is designed to distinguish between areas of 
established and unchanging white and nonwhite 
residence, stable interracial areas(where they 
exist), areas undergoing a general loss or gain of 
population of both races, and areas undergoing the 
classical racial change -over process(white to 

black, or black to white where such is the case). 
Details of the classification scheme are shown in 



Figure 1. Scheme for Classification of Census Tracts According to Succession Stage. 

Classification 

I. Early Integration 4:250 2 % 

II. Integration 2 -49.9% 

Initial Year of Period 
NW pop NW pop %NW 

Terminal Year 

III. Succession ?)250 50 -89.9% 

IV. Stable Interracial 

V. Growing 
VI. Declining 
VII. Re- segregation 

4.250 

VIII. Segregated black 400 % 

IX. Segregated white 250 42 % 

X. Penetration 4250 

250 

250 
Luker or 
stable 

bier or 
stable 
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Notes: 

1. The population - white or nonwhite - of a census tract is defined as stable over the period if 

it changes by less than 100 persons and less than 10 per cent of its original level. 

Conversely, it is defined as increased or decreased if it changes in excess of any of these 

two criteria in the applicable direction. 
2. On the basis of this definition, it is possible that some of the tracts designated "segre- 

gated white," or "segregated black," for example, may also be growing or declining. In a 

strict sense, therefore, the "growing" and "declining" tracts are mixed growing and declining. 

3. The category labelled "re- segregation" may also include three different alternatives: "pure" 

re- segregation would involve the situation wherein the nonwhite population decreased over the 

period, and the white population increased. The two other possibilities are that the nonwhite 

population may remain stable while the white population increased, or the white population may 

remain stable while the nonwhite population decreased. The nonwhite percentage would decrease 

in all three cases. 
4. In view of the many possible questions that may arise regarding the total set of logically 

possible combinations of patterns of change, the order in which the factors are checked for 
assignment of census tracts to their appropriate categories is: per cent nonwhite first, 

nonwhite population second, and white population third. 

5. The development of this classification scheme clearly owes much to the work of Duncan and 
Duncan (1957) and of Taeuber and Taeuber (1965). 

Figure 1. It should perhaps be mentioned explicit- 
ly that the specific cut -off points used in this 
scheme are essentially arbitrary. However, their 
choice has been informed not only by some general- 
ly similar precedents in the literature(Duncan 
and Duncan 1957, and Taeuber and Taeuber 1965), 
but particularly also by the constraints inherent 
in the nature of the available data: data by color 
were only published separately for census tracts 
having at least 250 nonwhites in 1940 and 1950, 
and having at least 400 nonwhites in 1960. Thus 
the "Penetration" category, for instance, holds 
particular interest as the very earliest identi- 
fiable stage in racial residential succession, but 
it unfortunately cannot be studied in depth owing 
to the unavailability of separate tabulations of 
data by color for such tracts. 

Some further comments should be made on metho- 
dological issues. First of all, to minimize 
classification errors census tracts are excluded 
from the analysis if changes in their boundaries 
alone accounted for a change of fifty or more 
dwelling units and /or ten per cent of the total 
number of units in the tract. These cut -offs have 
been chosen to articulate with the cut -offs 
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associated with whether or not the population of 

a census tract will be considered stable or 

changed(see Fig. 1, Note 1). Secondly, census 

tracts are excluded from the analysis if 10% or 

more of their population resides in group quarters. 

The basic intent here is to concentrate the analy- 

sis on the population actively in the general 

housing market, and to eliminate areas in which 

that part of the population not actively in the 

market might distort significantly the factors 

under study. Finally the two periods 1940 -50 and 

1950 -60 will be treated separately for the analy- 

sis below since the differences between them in 

the processes reviewed above may have resulted in 

different forms of neighborhood change in any 

given area. 

Tables 5A and 5B show the trends in homeowner- 

ship over the periods 1940 -50 and 1950 -60 for the 

different groupings of census tracts by stage in 

racial residential succession. Comparisons among 

classes within census years reveal the following 

general patterns: the areas of generally highest 

homeownership levels(for both whites and nonwhites) 

were predominantly the areas of segregated white 

residence. At the least, the homeownership levels 



in those areas werfe consistently relatively high 
through both decades. But there were two outstan- 
ding exceptions tol this general pattern: for whites 
in Boston at the end of the decade of the 1940's, 
and alsofor blacks in Atlanta at the beginning 
and at the end of the 1950's, homeownership levels 
were lowest in these segregated white areas than 
in any other grouping of census tracts. A further 
exception is that in San Francisco the highest 
homeownership levels for whites at the beginning 
and at the end of the 1950's, and for nonwhites 
at the end of that decade fell in areas that 
underwent re- segregation over the period. For 
nonwhites in San Fzancisco at the beginning of the 
period, the highest level of homeownership occur- 
red in stable interracial areas. 

A second general pattern that emerges from 
time -constant inter -class comparisons is that 
homeownership levels for both whites and nonwhites 
in segregated black areas were generally low in 
relative as well asl absolute terms. In San Fran- 
cisco, in fact, they were the lowest among all 
classes of census tracts, at all date -points of 
the two decades of Study, and for both whites and 
nonwhites, except for the nonwhite population at 
the beginning of the 1950 -60 period. An outstan- 
ding exception to this general pattern of home- 
ownership levels being lowest in segregated black 
areas is in Cleveland where, between 1940 and 
1950, homeownership levels were consistently lowest 
in re- segregating 

homeownership 

than anywhere else for 
both whites and nonwhites, and for whites in 1940 
the level in segregated black areas was actually 
higher than anywhere else. 

The general patterns of change in homeowner- 
ship levels may be summarized briefly as follows: 
between 1940 and 1950, first, the general increase 
in homeownership levels in these four cities(see 
discussion above) w s closely paralleled by the 
trends in virtually all areas of the cities. Of 
the sixty -eight color- by- succession -stage catego- 
ries in Table 5A, the level of homeownership 
failed to increase over the decade in only twelve. 
These departures from the overall trend occurred 
with the highest frequency(three and four respec- 
tively) in succession tracts and in growing areas. 
Otherwise they were evenly distributed over all 
the other classes of census tracts excluding 
early integration anti integration tracts, stable 
interracial areas, d declining areas. The range 
in the overall magnitudes of the percentage -point 
changes in homeowner hip is such that the simple 
arithmetic average of these percentage -point 
changes, computed within classes of census tracts 
(disregarding city and color), would vary between 
a low level of 0.0% for re- segregation tracts to 
a high of 15.7% for integration tracts. The broad 
racial differentials over these four cities in the 
patterning of change in homeownership levels 
between 1940 and 1950 were such that the percen- 
tage -point increase levels for nonwhites was 
generally higher thane increase for whites in 
all classes of censúe cept growing areas and 
re- segregation tracts. 

Over the decade of the 1950's, the patterning 
of change in homeownership levels within groupings 
of census tracts by stage in racial residential 
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succession over the decade differed substantially 
from the corresponding patterns for the decade of 
the 1940's. First of all, there were many more 
instances of declines in homeownership percentages: 
in all, twenty-nine of the sixty -eight color by- 
succession -stage categories in Table 5B showed 
decreases in level of homeownership over the period, 
and in two more the ownership level at the end of 
the period remained the same as at the beginning. 
In Atlanta in fact, homeownership percentages 
declined over the decade in all classes of census 
tracts, for both whites and nonwhites, with only 
two exceptions: there were very slight increases 
for whites in segregated black areas, and for 
blacks in declining areas.(N.B. In comparing the 
city -wide trend implied by these changes with the 
data reported in Table 1B, it should be noted that 
Table 5B excludes the annexed territory which is 
included for Table 1B, and in which homeownership 
levels were higher than in the rest of the city). 

In terms of relative frequency, these declines 
in homeownership were fairly evenly spread out 
over all the classes of census tracts, with the 
sole exception of the one set of stable interracial 
areas which exists in the table. However, there 
were substantial differences between classes of 
census tracts in the magnitudes of the changes 
involved, with the result that the simple arith- 
metic average of percentage -point changes in home- 
ownership levels, within groupings of census tracts, 
(disregarding city and color), would range from 
-5.4% for succession tracts up to 14.3% for growing 
areas. These patterns of change in ownership per- 
centages within classes of census tracts do not 
fall into any clear pattern of systematic differen- 
tials or regularities by race, except perhaps for 
the observation that in growing areas the direction 
of the change in levels(increase or decrease) was 
consistently the same in each city for both whites 
and nonwhites. 

It is interesting to note, parenthetically, 
that among the various color -by- succession -stage 
categories of Tables 5A and 5B, there are scattered 
cases of quite dramatic changes in homeownership 
levels within a decade, some of which represent 
strikingly anomalous departures from predominating 
trends. For example, it was noted above that home- 
ownership levels generally tend to be highest in 
segregated white areas than in other areas of the 
city. But for the. white population of such areas 
in Boston between 1940 and 1950, the change in 
homeownership levels over the decade took the form 
of a sharp decline that resulted in the ownership 
level in that category being the lowest of all at 
the close of the decade. A closely comparable 
decrease in ownership levels also took place 
between 1940 and 1950 for the nonwhite population 
of growing areas in Cleveland - and this happened 

in a period when homeownership levels(particularly 
among blacks) were generally rising. There are also 
examples of outstandingly high increases in the 
level of homeownership in a particular class of 
census tracts as, for instance, for both the white 
and nonwhite populations of growing areas in Cleve- 
land between 1950 and 1960. Indeed, it seems that 
growing areas have exhibited at least one instance 

of each of a range of possible patterns of change 
in homeownership levels. In addition to the rapid 



increase and drastic decrease already mentioned, 
there are cases where the level remained high 
(relative to other areas of the same city) over 
the entire period(San Francisco, white, 1940 -50 

and 1950 -60; Atlanta, nonwhite and white, 1940 -50, 

and nonwhite, 1950 -60), and there are cases where 
the level remained low over the period(Boston, 
white, 1940 -50, and nonwhite, 1950 -60). 

On the whole, however, a general conclusion 
which emerges concerning growing areas is that 
they quite clearly evidenced the largest overall 
percentage -point increases in homeownership levels 
between 1950 and 1960, for both whites and nonwhites. 
But between 1940 and 1950 the pattern was less dis- 
tinctive. A large increase in levels for nonwhites 
in Atlanta, for instance, was countered by an 
equally large decrease for nonwhites in Cleveland. 
For whites, a large increase in Atlanta and a more 
modest increase in Cleveland were countered by 
slight decreases in Boston and San Francisco. 

The intergroup patterning of change in home- 
ownership levels among census tracts grouped accor- 
ding to stage of racial residential succession was 
such that the highest levels of increase for both 
whites and nonwhites in the 1940's occurred in the 
areas which underwent early integration and inte- 
gration over the decade. But in the 1950's the 

general trends in such areas were not particularly 
distinct from the trends in other areas. For 
succession tracts, the general patterns were of 
modest increases in levels in the 1940's for both 
whites and nonwhites, but of a general increase for 
whites and a general decrease for nonwhites in the 

1950's. Stable interracial areas, to the extent 
that they existed, evidenced modest but consistent 
increases in both periods. Declining areas also 
evidenced modest but consistent increases on the 
whole over both periods, and their 1940 -50 levels 
of increase in fact ranked quite close to the 
highest levels for that period. Finally, except in 
Boston, the homeownership levels for nonwhites in 
penetration tracts generally increased over both 
decades of the period between 1940 and 1960. But 
for whites, although the same general statement 
can be made for the decade of the 1940's, the 
overall pattern in the 1950's was of a slight 
decrease in levels over the period. 

Turning now to focus the analysis on the areas 
which were undergoing the early stages of racial 
residential succession, time- constant interclass 
comparisons, first of all, indicate that at the 
beginning of the 1940 -50 period, homeownership 
levels over the four cities of study were generally 
highest(disregarding color) in penetration tracts. 
The levels in early integration and integration 
tracts were alternately higher and lower than each 
other an equal number of times. At the end of the 

period, the predominant pattern was of levels in 
early integration tracts being the highest of the 
three, followed by levels in integration tracts, 
and the levels in penetration tracts were the lowest. 
For the decade of the 1950's, the most prevalent 
pattern was for the levels of homeownership in these 
areas to fall in the same rank order at the begin- 
ning and at the end of the period: highest in 
early integration areas, next in penetration areas, 
and lowest among the three in integration areas. 
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If distinctions are made among these levels of 

homeownership on the basis of the color of the 
occupants, the observed pattern for the decade of 

the 1950's is not altered. The predominant ranking 

of the three types of areas at the beginning and 

at the end of the period, for both whites and non- 

whites, is still: early integration- penetration- 

integration. For the decade of the 1940's, however, 

there are substantial differences. At the begin- 

ning of the period, the prevalent ranking of levels 

for whites is: penetration- integration -early 

integration; but for nonwhites, no clear pattern 
is noticable. At the end of the period, one clear 

observation emerges: the levels for whites were 

generally lowest in integration tracts, but the 

nonwhite levels were generally highest in those 

areas. 

The patterning of change in homeownership 

levels over the periods of study also differed 

somewhat among these three classes of census tracts. 

Direct comparisons of the actual percentage -point 

differences from Tables 5A and 5B would yield only 

two specifically observable rankings: first, for 

nonwhites, the percentage -point increases over the 

1940's were highest in early integration tracts, 

next highest in integration tracts, and lowest in 

penetration tracts; secondly, the same ranking of 

areas would be obtained for the percentage -point 

increases in white homeownership levels between 

1950 and 1960. On the basis of these direct compa- 

risons of the changes in homeownership levels, no 

clear or consistent patterns of change can be said 

to have occurred for whites in the decade of the 

1940's, or for nonwhites between 1950 and 1960. 

However, as manifested through the simple averages 

of the percentage -point changes in levels, the 

increases for whites between 1940 and 1950 were 

highest in integration tracts, next highest in 

penetration tracts, and lowest in early integra- 

tion tracts. And for nonwhites between 1950 and 

1960, comparisons of the simple averages of the 

percentage -point changes in levels would yield the 

ranking: penetration -early integration -integration. 

Some further data are shown in Tables 6A and 

6B for the trends in selected characteristics of 

population and housing in areas undergoing the 

early stages of racial residential succession. For 

reasons noted above, these data are available for 

only the early integration and integration tracts. 

In terms of the representation of one -unit 

structures, the housing inventory of these areas 

did not undergo very pronounced changes between 

1940 and 1950: except for integration tracts in 

Atlanta, the changes involved were of the order of 

less than five percentage -points in any direction. 

It seems to be the case that the proportions of 

units which were in one -unit structures were gene- 

rally lower in early integration tracts than in 

integration tracts. In the 1950's, however, these 

patterns were different: the proportional repre- 

sentation of one -unit structures in the housing 

inventory was generally higher in early integration 

tracts than in integration tracts in all cities 

except Boston, the changes in these levels over the 

decade were on the whole somewhat more substantial 

than in the previous decade, and in every case 

except one(early integration, Atlanta) these 



changes involved increases. 

Vacancy rates generally fell in the 1940's 
and rose again in the 1950's. The rates in early 
integration tracts were lower than the rates, in 
integration tracts for Boston and San Francisco 
in the 1940's, and for Boston, Cleveland and San 
Francisco in the But the reverse was true 
for Cleveland in the 1940's and for Atlanta 
between 1950 and 1960. 

Concerning quality of housing, the overall 
conclusion is that housing located in early inte- 
gration tracts was of generally higher quality 
than housing in inte ration tracts. The specific 
patterns differed in details between whites and 
nonwhites, for the to decades of study, and some- 
what also with the particular indicator of housing 
quality involved. 

At the close of the 1940 -50 period, the pro- 
portions of units which were in old structures 
were actually higher in early integration tracts 
than in integration tracts, although the differen- 
ces did not exceed ten percentage -points. But 
over the 1950's the reverse was the case with only 
minor exceptions. 

The condition and plumbing measure is only 
shown in Tables 6A and 6B for the close of each 
period since the measures for the different census 
years are not comparable. At the close of the 
1940's, the overall representation of basically 
sound housing in earl integration tracts was 
lower than in integr tion tracts for Boston and 
Cleveland, and higher for San Francisco. But at 
the close of the 1950's housing in early integra- 
tion tracts was of clearly higher quality(as 
indexed by this meas re) than housing in integra- 
tion tracts. 

It is interesting to note that whereas the 
quality differential in housing between early 
integration and integration tracts in 1950 was 
mirrorred in the housing obtained by whites in 
these areas, nonwhites quite on the contrary 
obtained better quality housing in early integra- 
tion tracts than in integration tracts. The diffe- 
rence involved was quite substantial in San Fran- 
cisco, and somewhat more modest in the other 
cities. In 1960 the differences were in the same 
direction for both whites and nonwhites. It is 
also interesting to note that for all cases except 
Atlanta, the difference in percentage -points 
between proportions sound of. units occupied by 
whites and nonwhites as clearly less in early 
integration tracts th in integration tracts. 

On the measure of persons per room, time - 
trend comparisons by color are only possible for 
integration tracts, d the overall conclusion 
there is that nonwhites also benefitted from the 
general easing of room crowding over time, with 
two outstanding exceptions: the nonwhite popula- 
tion of integration tracts in Cleveland actually 
became more crowded over both decades of study, 
although the change in proportion of units housing 
more than one person per room was not large in 
either case. The second exception was in San Fran- 
cisco where the corresponding proportion rose by 
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six percentage -points between 1940 and 1950. 

In Boston and Cleveland, the levels of crowding 
in white -occupied units were actually higher in 
early integration tracts than in integration tracts 
for both decades. As a result, the white - nonwhite 
differential was less in early integration tracts 
than in integration tracts, even though the corres- 
ponding levels of room crowding among nonwhite - 
occupied units were not much different from each 
other. But the differentials involved were not 
very substantial, and in Boston in 1950 the level 
of nonwhite crowding in early integration tracts 
was itself higher than the corresponding level in 
integration tracts. 

For San Francisco in 1950 the overall levels 
of nonwhite crowding in both early integration and 
integration tracts were the same, and for Atlanta 
and San Francisco in 1960, nonwhite -occupied units 
were less crowded in early integration tracts than 
in integration tracts. 

Concerning family income, time -trend compari- 
sons are only possible for the decade of the 1950's. 
The income levels of the total populations of both 
early integration and integration tracts rose 
substantially between 1950 and 1960. And specifical- 
ly for integration tracts for which data are avai- 
lable, the income levels of both whites and non- 
whites rose in a remarkably similar pattern: the 
percentage -point increase in proportion of families 
earning $3,000 or more ranged between thirty and 
fifty for both whites and nonwhites. In all cases, 

the percentage -point increase for nonwhites excee- 
ded the comparable figure for whites. The overall 
result of this trend was that by 1960 the propor- 
tion of nonwhite families in integration tracts 
who earned $3,000 or more was not far exceeded by 
the corresponding proportion for white families. 

At the same time, the corresponding proportions 
of nonwhite families in early integration tracts 
were even higher than the proportions in integra- 
tion tracts. The former, in their case, were high 
enough that the difference between them and the 
corresponding proportions for whites had almost 
disappeared. Indeed, in Atlanta, Boston, and San 
Francisco in 1960 the proportion of nonwhite fami- 
lies in early integration tracts who earned $3,000 
or more exceeded the comparable proportion for 
whites in integration tracts. 

The patterns at the end of the 1940's were 
less distinctive, but again family income in early 
integration tracts was generally higher than family 
income in integration tracts for both whites and 
nonwhites in Cleveland and San Francisco. In San 
Francisco the proportion of nonwhite families in 
early integration tracts having incomes of $3,000 
or more also exceeded the comparable proportion of 
white families in integration tracts. Boston was 
exceptional in that the respective proportions were 
less in early integration tracts than in integra- 
tion tracts for both whites and nonwhites. 

In general summary, of the main points in this 
section, it has been observed that across the 
different stages of racial residential succession 
in the four cities of study considered together 



over the total period of study, white and non- 
white levels of homeownership have tended to be 
highest in segregated white areas, and lowest in 

areas of segregated black residence. The pattern 
of change was such that the largest increases in 
levels occurred in early integration and integra- 
tion tracts between 1940 and 1950, but the largest 
increases in the 1950's occurred in growing areas. 

Homeownership levels in early integration and 
integration tracts were also generally high on 
the whole, noticably so for nonwhites at the close 
of each period. And specifically among these areas 
which were undergoing the first stages of racial 

residential succession(penetration tracts included), 

the patterns of change over the periods involved 
articulated with the initial levels of homeowner- 
ship in such a way that for nonwhites, the highest 
levels of homeownership at the end of both periods 
of study were observed in early integration tracts. 
For whites, however, this was trùe only for the 
1950 -60 period - the homeownership levels at the 
end of the 1940 -50 period were actually lowest in 
these areas. 

On further study of the areas undergoing the 
first stages of racial residential succession 
(penetration tracts excluded), the basic charac- 
ter of the housing inventory in these areas was 
found not to have undergone any drastic changes 
in the two decades of study. It was also found 
that with only minor exceptions the quality of 
housing in areas undergoing the very early stage 
of succession( "early integration" tracts) was 
generally higher than the quality of housing in 
areas undergoing the next stage( "integration" 
tracts). Also, the racial differential in quality 
of housing obtained was generally found to be less 
in the former areas than in the latter. 

Finally the socioeconomic status(as indexed 
by family income) of nonwhites in early integra- 
tion tracts wasfound not only to be quite similar 
in the aggregate to that of whites in the same 
areas, but also to be generally higher than that 
of nonwhites in integration tracts and, indeed, 
in some instances, higher than that of whites in 
integration tracts. 

The discussion to follow below will aim to 
articulate the ecological analysis of this section 
with the aggregate -level analysis of the previous 
section, and then to bring the collated findings 
to bear on the basic research questions of this 
paper. 

Discussion 

All the materials so far arrayed have sought 
to explicate the role of homeownership in the 
various processes involved in the urban housing 
market and the resulting distribution of housing 

quality by race of occupants. In that attempt, 
several intermediate research questions have had 
to be faced. Considered in order, these may be 
stated as follows: first, what have been the trends 
in homeownership? Second, what have been the trends 
in relevant characteristics of the population, and 
of the general housing inventory? Third, what 
have been the trends in housing quality obtained? 

Fourth, in terms of the ecological manifestations 

of the larger aggregate processes, what have been 

the area -specific parallels of these processes? 

Finally, therefore, what general conclusion may be 

drawn concerning the implications of patterns of 

homeownership for the trends in racial residential 

distribution, and the corresponding distribution 

of housing and neighborhood amenities? 

The review of broad trends revealed a general 

increase in homeownership levels between 1940 and 

1960 for the U.S. as a whole, for the four major 

regions, and for both whites and nonwhites in the 

four cities of study. The increase was generally 

greater for whites than for nonwhites, and the 

levels of homeownership among nonwhites remained 

lower over the period than the corresponding levels 

among whites. Concurrent trends in population 

characteristics were first of continued growth 

the total number of households in each city(the 

representation of nonwhite households increased in 

three cities but did not change much in the fourth), 

and secondly of continued increase in family 

income. The increase in family income seems to 

have been greater for whites than for nonwhites. 

Concurrent trends in general housing character- 

istics were of varying construction trends, a 

substantial increase in the representation of one- 

unit structures in two of the cities(little change 

in the other two), and a slight decrease in vacancy 

rates in the first decade of study, followed by a 

slight increase in the second decade. The final 

levels of vacancy remained low. Finally, clear 

and persistent differentials were observed in the 

overall quality of housing obtained, with blacks 

being at a disadvantage. 

Each of these general conclusions held to 

varying degrees in the different cities, and for 

each of the two decades covered by the total period 

of study. Each general pattern also had manifes- 

tations on an areal basis - the trends in homeowner- 

ship levels in different areas of the cities, for 

instance, paralleled quite closely the overall 

trends in homeownership levels. 
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The review of ecological patterns over the 

period of study further revealed a clear relation- 

ship between homeownership and stage in the process 

of racial residential succession: the highest levels 

of homeownership tended to cluster in the areas of 

segregated white residence, and the lowest levels 

tended to occur in segregated black areas. Particu- 

larly for nonwhites, the areas which were under- 

going the early stages of residential succession 

evidenced a rapid increase in homeownership levels 

over the periods involved, with the result that the 

homeownership levels in those areas at the close 

of each period were generally high - distinctly 

higher, as a general rule, than the overall level 

of homeownership for the total nonwhite population 

of the city involved. And in addition, the level 

of nonwhite homeownership at the end of each period 

of study was consistently higher in areas that had 

undergone early integration during the period than 

in areas which had undergone the next stage of 

racial residential succession. The conclusion clear- 

ly seems warranted that homeownership has been a 

significant factor in the process of succession 



wherein blacks have ga ned entry into areas of pre- 
viously all -white rest ence, and have thereby come 
to enjoy neighborhood amenities previously unavai- 
lable to them. 

The analysis of areas undergoing the early sta- 
ges of succession also established a clear link be- 
tween succession and the improvement of quality of 
housing obtained by blacks: the quality of housing 
obtained in early integration tracts was generally 
higher than the quality of housing obtained in inte- 
gration tracts for both whites and nonwhites. Fur- 
thermore, the white -non hate differential in quali- 
ty of housing obtained }was lower in early integra- 
tion tracts than in integration tracts, and the 
quality of housing obtained by nonwhites in early 
integration tracts was generally higher than the 
quality of housing obtained by nonwhites in the city 
as a whole. 

With the establishment thus of a linkage between 
homeownership and succession, and between succession 
and improvement of quality of housing obtained by 
nonwhites, a connection is strongly suggested be- 
tween homeownership and the improvement of quality 
of nonwhite- occupied housing. 

Further evidence bearing on this issue is pro- 
vided in the direct tabulation in Table 7 of trends 
in quality of total housing obtained by whites and 
nonwhites, by tenure, for the four cities of study 
over the entire period involved. The clear conclu- 
sion from this table is that homeowners have enjoy- 
ed better quality housing than renters, and this 
conclusion holds true for both whites and nonwhites. 
Furthermore, the white - nonwhite differential in qua- 
lity of housing obtained has been less among homeow- 
ners than among renters,I and the owner- renter diffe- 
rential has been greaten among nonwhites than among 
whites. The ecological analysis undertaken above 
essentially details the parallel manifestations and 
specific explication of these aggregate patterns. 

There is still, however, a remaining question 
to answer. During the review of broad trends above, 
it was observed that levels of family income had 
generally risen over the period of study. The eco- 
logical analysis also re ealed a clear relationship 
between family income and succession: by the end of 
each period of study, the family- income profiles of 
the white and nonwhite p pulations of each of the 
areas undergoing the first stages of succession were 
quite similar. Also, the differences between whites 
and nonwhites in proportions of all families having 
incomes of $3,000 or more were less in early integra- 
tion tracts than in integration tracts, and the non- 
whit+roportions in early integration tracts were 
higher than those in integration tracts, and in some 
cases, than the corresponding proportions whites 
in integration tracts. Thus the question arises: 
what effect does the imp ied relationship between 
income and quality of housing obtained(see also Gla- 
zer and McEntire 1960) have on the relationship be- 
tween homeownership and quality of housing? 

Table 8 represents an attempt to examine the 
tenure -quality relationship net of income by show- 
ing data for the distribution of housing quali- 
ty by family income and color of occupants, and by 
tenure. These data are fo 1960, the end of the 
total period of study, showing thereby the net pat- 

terning of these relationships after all the processes 
reviewed in the analysis above. They also refer to 
the total SMSA population of the U.S., to give an 

overall summary of patterns in metropolitan areas. 
Separate tables for the different cities are omitted 
for considerations of space, particularly since they 
would lead to identical conclusions. The major conclu- 
sions from Table 8 are clear and definite: at all 
levels of income, homeownership is associated with 
better quality housing for both whites and nonwhites. 
Also, the white - nonwhite differential in quality of 
housing obtained(excluding age of structure) was less 
for homeowners than for renters, and the owner- renter 
differential was greater among nonwhites than among 
whites, except on the age of structure, and for income 
classes under $4,000 on the condition and plumbing 
measure. 

On the whole, therefore, it may be concluded that 
patterns of homeownership have a definite bearing on 
the differences in quality of housing obtained by whites 
and nonwhites. In the face of the various distinctive 
characteristics of the four cities of study over the 
two decades involved, homeownership has been found to 
feature quite prominently in the early stages of the 
process of racial residential succession. Particularly 
over these early stages, this process has resulted in 
a definite improvement in the quality of housing ob- 
tained by nonwhites. It is also true that particularly 
in these early stages, this process has involved high 
levels of socioeconomic selectivity for the nonwhite 
population, and a question thereby arises as to the 
extent to which the improvement in quality of housing 
obtained by nónwhites may be attributed to homeow- 
nership independently of the socioeconomic character- 
istics of the population. But the overall advantage 
which homeowners enjoy over renters in terms of quali- 
ty of housing obtained is technically independent of 
income: the quality differential observed between owners 
and renters over the total period of study was also 
found to hold at the end of the period for every level 
of income, and for both whites and nonwhites. 

Thus from the point of view of improving the qua- 
lity of housing obtained by nonwhites in metropolitan 
areas of the U.S., homeownership has served as a via- 
ble instrument of social change in gradualistic pers- 
pective. It may be well to encourage this factor with 
affirmative national policy, especially inasmuch as 
nonwhite housing quality is not only improved by home- 
ownership but is also thereby brought closer to corres- 
ponding white levels.. In addition to the improvement of 
housing quality on which this study has focused, other 
reasons may be adduced in support of the desirability 
of encouraging homeownership among blacks - such as, 
for instance, the benefit of the accrual of equity to 
the homeowner(see Kain and Quigley 1970). And if a 
program of encouraging homeownership is to be under- 
taken, it should be useful to attempt to delineate 
the target population toward which such a program may 
be directed. This is a task for further research. 

NOTES 
1. Because of the lack of space, the following items 

have been omitted: (a). a final paragraph dealing with 

the subsidiary research question of the interchangability 

of "nonwhite" and "black." (b)Tables lA through 8. 

(c). References. 
2. The full text and tables are available on request. 
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FITTING AND ANALYZING POLYMODAL DISTRIBUTIONS OF CONSUMER CHOICES 

Purnell H. Benson, Rutgers Graduate School of Business 

The Problem of Describing Consumer Choices 

This paper reports research 
experiences and insights from analyzing 
frequency distributions of consumer 
choices, culminating with the trimodal 
problem presented by data published by 
R. N. Reitter (1969). First, some 
propositions are offered as premises for 
work in analyzing distributions of 
consumer choices. 

1. Most dispersions of consumer 
choices along variations in product 
characteristics are normal or moderately 
skewed. This conforms with the psycho- 
logical fact that most distributions of 
psychological traits are normal or 
near -normal, arising as they do from 
probability principles of genetics or 
environmental chances. The distribution 
of educational or economic opportunity 
is markedly skewed. When it impinges 
upon human development, dispersions of 
human traits become skewed like that of 
taxable incomes, for which the 
leptokurtic lognormal distribution 
function can be used. 

2. In consumer buying, the pressure 

of social convention and product avail- 

ability mold consumer choices in ways 

which gives distributions stubby tails 

and sometimes no tails. The penalty of 

being different crowds consumer popula- 

tions into platykurtic distributions, 
flattened with cut -off tails. For this 

situation, a distribution function 
frequently used in psychometric work is 
the arcsine, which is symmetrical with- 

out tails. What shall one do when one 
needs a platykurtic skewed distribution? 
The Beta distribution is one possibility, 
but lacks sufficient flexibility. 

3. Often it does not matter what 

distribution pattern we assume consumer 

choices to have, if the measure of the 

product characteristic, which is the 
basis for consumer choice, is converted 
into normal deviate measurements. That 

is, sweetness of pudding can be measured 
with reference to the median as the zero 
point and the spreadoutness of choices 
by the consumer population as the scale 
unit. 

By definition, when a product charac- 
teristic is measured in this way, a normal 
distribution will always fit perfectly. 
The true distribution could be rectan- 
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guiar, and the normal deviate values can 
still be assigned. What is wrong with 
this normalization? The difficulty 
arises when boundaries are drawn between 
consumer segments. It is usually assumed 
that these boundaries between product 
stimuli fall midway between them. If the 
true distribution is distorted, the mid - 
lines fall at different places each time 
a different method is used for stretching 
and contracting. This does not matter in 
market segmentation analysis if the bound- 
ary lines for consumer buying choices are 
very approximate. When the choices which 
consumers make depend very much upon 
habituation and advertising, the bound- 
aries become zones, rather than lines. 

4. It does matter how data are trans- 
formed if the market is highly segmented, 
as in hard goods or automobiles. Here 
the accurate representation of buying 
densities and segment boundaries is cru- 
cial. The more precise mathematical 
solution which suggests itself is to find 
the functional relationship between the 
normal deviate value for accumulated 
choices and the product characteristic 
physically measured. 

One such relationship is a modifi- 
cation in the usual lognormal. Let the 
relationship between the normal deviate 
and the logarithm of the product charac- 
teristic be rewritten as an exponential 
relationship between the product charac- 
teristic and e raised to the normal 
deviate as its exponent and then multiply 
the whole exponential term by the normal 
deviate. The relationship obtained is 
skewed and platykurtic. Moreover, by 
making the exponent in the normal deviate 
a polynomial, the degree of kurtosis and 
the skewness are controllable. 

In working with this modified log- 
normal, it can be cast in the form of 
linear regression if we estimate and 
subtract the median of the product char- 
acteristic Z, then divide the resulting 
value by the normal deviate X, and then 
take the logarithm of both sides of the 
expression(Benson, 1965). 

log ((Z - A) /X) = B + CX + DX2 +. 

One limitation is the poor behavior 
of the distribution in the vicinity of 
the tails. One or both wings ends in an 
upward projecting lip, instead of a tail, 



or else one of tine tails may be greatly 
elongated. These are conditions which 
become pronounce4 when extreme skewness 
or platykurtosis bordering on rectangu- 
larity are sought. For any ordinary 
distribution of consumer choices, the 
tail problem is pot serious. In extreme 
situations, the function becomes discon- 
tinuous at intermediate points as well 
as at the ends. 

5. A contrast exists between the 
fitting of frequency functions by class- 
ical methods of statistics and what the 
consumer researcher is doing. (a) From 
a practical standpoint, he is not much 
interested in the tails of distributions, 
when he is describing distributions of 
buying choices. The tails mean much in 
hypothesis testing. But to find out where 
the best sales prospects are is not hypo- 
thesis testing in the usual sense. Hence 
the consumer researcher does not satis- 
factorily measure how well an empirical 
distribution is described simply by means 
of a chi square test of goodness of fit, 
which is much affected by the smaller cell 
frequencies in the tails. In consumer 
work, the correi tion between actual and 
estimated sales densities is a more mean- 
ingful measure of goodness of fit of a 
distribution function. 

(b) With some exceptions, irregular 
dispersions of buying choices do not arise 
from any of the familiar probability 
models. They depend upon product avail- 
ability, a categórical matter, and social 
custom, a truncating matter. Exceptions 
include use of binomial and beta proba- 
bilities in analylzing media choice 
behavior of consumers (Benson, 1971; 
Greene and Stock, 1967). Also, if time 
of entrance of the buyer into the market 
place is a variable of consumer choice, 
then the exponential and gamma distri- 
butions are relevant, the first where a 
burst of promotion gets K percent of the 
remaining consumers to buy after each 
increment of time, and the second where 
a chain reaction takes place with each 
consumer telling thers by word of mouth 
buy until all available consumers have 
bought. 

6. Consumer researchers are restrict- 
ed by lack of adequate data. This is 
first evident in the fewness of the 
points at which to measure frequencies 
of consumer choices. Consumers who try 
out products will usually try out one or 
two, and no more, except in the artifi- 
cial situation of a food- testing labora- 
tory. Moreover, hasty trials of many 
product stimuli aie not typical of the 
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leisurely situation in which consumers 
reach their buying decisions. 

Nor are the data collected of one 
uniform kind. They may be multiple 
choice, paired, or monadic. For expen- 
sive hard goods, as TV screen size, the 
influence of advertising upon choice of 
screen size is much less and market data 
provide multiple choice data which are 
reasonably dependable. 

More commonly, consumers are asked to 
try out products. One form of data is 
paired choices. From the standpoint of 
consumer judgement, these are incisive 
data. The problem to which Kuehn and Day 
(1962) addressed themselves is that two 
products which are much alike tend to get 
about a 50/50 split, whether the two 
products are near the middle of the dis- 
tribution of consumers or at one side. 
If the dividing line between consumer 
choices puts 30% on one side and 70% on 
the other side, then two products on 
either side of the line should draw a 
30 -70 vote. They don't, and what can be 
done about it? The question has still not 
been fully answered as an operating thing. 

consumers can be asked whether their 
ideal buying choice is for a product to 
one side or the other of an experimental 
product tried out, that is, do they want 
more or less of a product characteristic 
than the experimental formulation given 
to them to try out? In effect, they are 
asked to position their choices relative 
to the product they look at. By taking 
the accumulated number of consumers who 
will buy a product up to the one tried, 
the cumulative frequencies needed for 
fitting distributions are obtained. 
Differencing the cumulative frequencies 
gives class frequencies. 

Analysis of Reitter's Trimodal 
Distribution 

R. N. Reitter (1969), following 
J. O. Eastlack (1964), felt he found an 
answer to lack of empirical data for 
multiple choices by asking consumers to 
mark on a line -interval scale where they 
feel their ideal choices to be. But 
whether they do this with precision 
leaves unanswered questions. As a ques- 
tionnaire procedure, Reitter's method 
leaves something to be desired. However, 
he has published data exhibiting three 
modes, as shown in Figure 1. 

The frequency bars have been smoothed, 
first by drawing lines which connect 
first and third quartile points within 
each class interval with those of the 
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Figure 1. Choices for Strength of Coffee (R. N. Reitter Data) 

next class interval, and then drawing a 
continuous curve which leaves areas 
between class boundaries unchanged. 
Coffee drinkers tend to check either the 
ends of this scale or the middle for how 
strong they want their coffee. Whether 
they are lethargic respondents or whether 
they really feel this way about coffee 
really does not matter if we are anxious 
to find data with which to explore the 
fitting of a polymodal distribution. The 
marks on the scale are choices made by 
consumers in some sense. 

Before turning to the trimodal prob- 
lem presented by Reitter, some comments 
may be made on fitting bimodal distribu- 
tions. Such distributions are infrequent, 
and can usually be reduced to distribu- 
tions of choices for related products, 
which have been combined. For example, 
lumping hand portable TV sets with room 
consoles will yield a bimodal distribu- 
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tion of buying choices. This bimodality 
can be handled by separating the data by 
product class to use unimodal analysis. 

Otherwise, a workable procedure is to 
make a normal deviate conversion with the 
normal deviate a function of the product 
variable as a quartic polynomial or 
higher. In order not to waste the end 
points where the normal deviate is infin- 
ity, -3.0 and +3.0 are used as terminal 
values. Here only .002 of the distribu- 

tion lie outside. If the data are not 

too erratic, this will yield a curve 
which appears decent on the surface. 
What is a decent curve? The statistician 
would say one which adequately fits prop- 
erly collected data. The abundance of 
data for replicated tests of this kind is 
lacking. Making the accumulated area a 
function of the product variable, or 
vice -versa, is also serviceable to 
describe the distribution function. The 



modified lognormal distribution is so 
stable that it fills in the valley 
between the two modes. The more flexible 
linear polynomi l is to be preferred. 

Returning tb the problem of fitting 
Reitter's data, it may be noted that the 
distribution has a central mode and J's 
at either end, and the left hand J 
reversed. The Frequency distribution as 
it stands has no tails. One might infer 
that if more categories beyond the present 
ends had been offered, consumers might 
have checked th m. In this event, the 
terminal frequencies represent cumulative 
frequencies up o the inside boundaries 
of the end categories. Here the class 

frequencies are taken as Reitter gives 
them and the distribution is regarded as 
ending with the outside boundaries of 
class intervals one and ten. 

Eight functional types were tried out, 
as indicated in Table 1. Seven of them 
involve polynomial expansions on the right 
hand side. Terms up to the twelfth power 
were used, with best fitting terms 
selected by stepwise regression. This 
improves the fit for estimating class 
frequencies, but may do so at the expense 
of producing absurdities in the density 
function at intermediate points. Foot- 
notes in Table 1 comment upon the behavior 
of-the density functions. 

Table 1 

PERCENTAGE FREQUENCIES OF CONSUMER CHOICES ESTIMATED FOR TRIMODAL DATA, USING DIFFERENT 
TYPES OF FUNCTIONS FOR FITTING THE DISTRIBUTION 

Type of 

Class Interval 

Error 
Function a Observed 1 2 3 4 5 6 7 8 9 10 Variance 

Frequency:b 5 1 1 3 12 25 12 10 6 25 

= X + X 2 + 3c 2 5 7 10 13 14 14 11 21c 24.6 

X = Z + Z2 + 5c 2 -1d 5 13 18 18 10 4 26c 10.0 

= 5c 1 1 3 16 21 12 9 8 24c 3.8 

X = 5c 4 5 8 11 13 13 11 10 20c 23.8 

A = Z + Z 2 + 

= A + A 2 + 

5 

5 

2 

1 

-1d 

2 

4 

2 

14 20 

13e 24 

16 

12 

9 

.10 

6 

6 

25 

25 

5.2 

.4 

F = Z + Z2 + 4 -1 6 0 15 18 7 1 13 37 39.6 

A = sin2(X + pi/4) 4 2 1 7 14 17 16 14 8 17 18.6 

a 

b 

d 

e 

Z is measurement of product characteristic. X is horizontal deviate. 
A is accumulated frequency. F is class frequency. 

N equals approximately 200. 

These frequencies include accumulated proportions beyond class intervals and 10. 
The density function rises abruptly to infinity outside of these class intervals. 

The density function is discontinuous within the class interval. Class frequency 
is obtained by differencing accumulated frequencies between boundaries of the 
class interval. 

The cumulative function is multivalued for this class interval. The frequency 
recorded is an average of two differences between class boundaries. 
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By coincidence, Reitter's data have a 
pattern which the modified exponential 
function could effectively represent. 
This distribution function has a central 
mode, and can terminate with upward 
projecting lips at either end. The fit 
of this function is included, along with 
simple polynomials which use both the 
product characteristic or the normal 
deviate as the dependent variable. Also 
tried are the accumulated frequencies as 
a function of the product characteristic, 
and also class frequencies as a function 
of the product characteristic. None of 
these functional formulations really 
copes satisfactorily with the data, as 
shown by Table 1. The modified lognormal 
is a fairly satisfactory fit. But left 
and right hand lips rise outside of the 
data. 

The best fit, if the density problem 
is overlooked, is provided by the product 
characteristic expressed as a function of 
the accumulated choices. The most ser- 
viceable function from an all -round 
standpoint is the arcsine, listed last in 
the table. 

This last line of solution regards 
the trimodal distribution as a composite 
of three separate distributions. Owing 
to the lack of tails, the use of the 
arcsine function for the separate modes 
seems appropriate. Each of the three 
component distributions has a mean, a 

standard deviation and a proportion within 
it. (The third proportion is dependent 
upon the first two, so there are eight 
unknowns). The 10 class intervals provide 
9 degrees of freedom. There seems no 
simple solution to such a system other 
than taking trial values and generating 
a response surface which represents the 
residual error term in fitting the 
frequencies. The final result showed a 
component projecting to the left of the 
class with 6 percent in it and 1 percent 
adjacent. This last fit may imply that 
Reitter's data ought to include consumer 
replies before the first class interval 
and after the tenth class interval. 
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Still another method, not tested 
here, abandons the quest for a single 
mathematical expression to describe the 
density throughout the range of all of 
the frequencies. Instead, the frequency 

data are divided into several overlapping 
ones. Within each zone a separate distri- 
bution function can be fitted and den- 
sities calculated by taking the deriva- 
tive of the cumulative function. This 
raises interesting questions concerning 
how well such overlapping functions will 
blend. 

Some may feel that a good deal of 
time has been used collecting climbing 
equipment for a mountain climb still not 
completed. What does one do with a 
trimodal mountain so difficult to ascend? 
The problem is a broad one, arising in 
distributions of events over time, such 
as time series data, as well as in con- 
sumer choice analysis. 
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TOWARD A COMPREHENSIVE VIEW OF THE ATTITUDE -BEHAVIOR 
RELATIONSHIP: THE USE OF MULTIPLE -SET CANONICAL ANALYSIS 

Richard J. Lutz, University of Illinoisl 

John A. Howard, Columbia University 

The primary pu pose of this paper is to 
present an application of an advanced multi- 
variate statistical technique-multiple-set canon- 

ical analysis- to a problem of current interest 
in consumer research - the study of the attitude - 
behavior relationship. M -set canonical analysis 
appears to offer some advantages over other 
multivariate techniques in treating some special 
problems which have arisen in the literature on 
consumer attitudes. Before introducing the 
actual problem under consideration here, it will 
be beneficial to briefly review past research 
on consumer attitudells which is directly relevant 
to the current investigation. 

Review of the Literature 

Current research in consumer psychology has 
as its goal the explanation of the behavior of 
the consumer. No longer is the consumer treated 
as a "black box" which mysteriously treats input 
from his environment and responds by purchasing 
some product or service. Rather, the current 
focus is to examine the decision processes by 
which the consumer transforms information into 
action. As might beexpected, consumer 
researchers focusing on such internal processes, 
have begun to rely more and more heavily on 
predispositional, rather than overt, states of 
the organism. Because attitude is seen as a 
mediating variable intervening between psychol- 
ogical inputs and outputs, it has become a very 
useful construct to include in a theory of 
consumer decision -making. Unfortunately, a 
construct as rich in meaning as attitude can be 
a double -edged sword creating almost as many 
problems as it does Provide solutions. This 
apprehension is borne out when one reviews the 
psychology literature and finds that attitude as 

a construct has been a center of controversy for 
over fifty years (Fishbein, 1967). Nevertheless, 
the potential explanatory power of the attitude 
construct is certainly worth the risk of some 
disagreement among th orists, and attitude has 
become firmly entrenched as a major variable in 
the study of consumer behavior, if not by oper- 
ational consensus (Adler and Crespi, 1968), at 
least by virtue of the vast amount of research 
effort it has stimulated (Nicosia, 1966; Sheth, 
1967; Howard and Sheth, 1969). 

Considerable attitude research in consumer 
behavior has recently began to build on the 
theories of Fishbein (1967) and Rosenberg (1956). 
While these two theories were developed inde- 
pendently and out of different traditions, 
methodological similarities between the two 
theories have led to a gradual merging of their 
applications in the marketing literature. Rather 
than discuss the similarities and differences 
between these two the ries in their initial 
formulations, the present discussion will be 
limited to such applicfations. 
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The basic form of the Fishbein -Rosenberg 
type of model, expressed in functional form as a 
linear relationship between two variables, is: 

(1) Aij = f( BijkIijk) 
i=1 

where Aij consumer i's attitude toward brand j 

Bijk the extent to which consumer i 

believes that brand j possesses some 
attribute k which leads to the ful- 
fillment of some desire 

Iijk = the importance to consumer i that 
brand j possesses attribute k (i.e., 
the importance that brand j fulfills 
the desire in question) 

n = the number of salient attributes 

Thus, the consumer's attitude toward a brand 
is conceptualized within an expectancy- times -value 
framework,2 where the brand is evaluated as a 
object. Beliefs about the brand represent the 
degree to which the consumer expects the brand to 
possess attributes which will lead to satisfaction 
and the importance of each attribute represents 
how valuable each particular type of satisfaction 
is to the consumer of that brand. Since the 
belief and importance components combine 
multiplicatively, this interaction determines 
whether each attribute will be of significance in 
explaining attitude toward a brand. It is not 
enough that a brand possess a great deal of some 
attribute; the consumer must also consider it 
important to derive this type of satisfaction 
from that brand. Similarly, an attribute which 
is very important to the consumer will have little 
effect on attitude if none of the available brands 
are believed to possess an adequate level of that 
attribute. This particular approach to the 
analysis of consumer attitudes should be especial- 
ly appealing to marketing researchers, who are 
concerned with actions which will ensure that 
products conform to consumers' wants and needs. 
Consider, for example, Kotler's (1967) definition 
of a product as "a bundle of physical, service, 
and symbolic particulars expected to yield 
satisfactions or benefits to the buyer" (Kotler, 
p. 289). Substituting the word "attributes" for 
Kotler's "particulars" and assuming that satisfac- 
tions and benefits have some value to the consumer 
completes the correspondence between the 
marketing product concept and the expectancy - 
value approach to attitude. Perhaps the large 
amount of research generated by this model is due 
in part to the intuitive appeal of the model in a 
marketing context. 

Despite its intuitive appeal, the expectancy - 
value model has stirred some controversy among 
marketing researchers since its first application 



three years ago (Hansen, 1968). A review of the 
fifteen -odd articles employing this model which 
have appeared since then reveals three major 
issues which have confronted marketing research- 
ers regarding the expectancy -value attitude model 

a) Would a disaggregative approach be more 
satisfactory than the customary summed -score 
form of the model? 

b) What is the relative contribution of each 
component (i.e., beliefs or importance) in 
determining the consumer's attitude toward 
a brand? 

c) How strong is the relationship between the 
expectancy -value attitude measure (BI) and 
subsequent measures of market performance; 
e.g., preference and /or purchase? In other 
words, what is the market significance 
of this means of analyzing consumer behavior? 

The present discussion will deal with each 
of these issues in turn. While most of the 
early applications of the expectancy -value model 
were strictly extensions of the basic model to a 
marketing situation (Hansen, 1968, 1969; Bass and 
Talarzyk, 1969; Bither and Miller, 1969), it was 
quickly recognized that using a single numerical 
index to represent the consumer's cognitive 
structure left something to be desired. The very 
information which had made the model so 
intuitively appealing to the marketer, permitting 
analysis on a set of underlying beliefs, was not 
being utilized to its fullest extent - it was 
being collapsed into a single value. This 

severely hampered the utility of the model for 
suggesting possible strategies for attitude 
change. Sheth (1970, p. 8) has expressed the 
shortcomings of the aggregative model while 
proposing a disaggregative linear model of the 
form:3 

(2) Aij = f(BijiIijl + Bij2Iij2 + - + 

Bijniijn) 

There has been virtually no disagreement 
among marketing researchers that this diaggrega- 
tive model is superior to the earlier version of 
the model. As mentioned earlier, it is of 
primary interest to the marketer to determine 
which of the attributes of a brand are most 
significant in contributing to the consumer's 
attitude and behavior with respect to that brand. 
The identification of these attributes enables 

the marketer to utilize his promotional dollar 
more effectively by stressing those attributes 
which contribute most to the consumer's 
preferences or purchase pattern. In some cases, 
there may be only one dominant belief which, if 
it can be changed, may lead to a substantial 
modification of preference or purchase. 

The disaggregative approach is well- suited 
to these purposes, as the relative contribution 
of each B..kI..k element can be determined 
through statistical estimation procedures such 
as multiple regression (Sheth, 1969, 1970; Cohen 
and Houston, 1970) or discriminant analysis 
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(Cohen and Ahtola, 1971). Not surprisingly, the 
above researchers have reported much higher 
predictive power, whether the dependent variable 
is preference or purchase, when the disaggre- 
gative model is compared with the aggregative 
model. 

The use of multivariate procedures has 
revealed many relationships which could not have 
been identified under the summed -score form of 
analysis. For example, Sheth (1971), in a 
large -scale study, used canonical analysis to 
show that while "taste" was the most significant 
attribute in determining consumer attitudes 
toward a convenience food product, two other 
attributes - "good buy" and "meal substitute" - 

were more significant in determining the 
consumer's intentions to buy the brand. 

Thus, there is a consensus among marketing 
researchers that the disaggregative model is the 
more powerful one for the explanation of consumer 
behavior. It is at this point, however, that 
researchers diverge in their opinions regarding 
the second major issue which has been raised in 
the use of this attitude model in marketing. 

As noted previously, when Sheth (1970) 
proposed the disaggregative model, he also chose 
to exclude the value term from the equation, 
creating a linear model of the form: 

(3) Aij = f(Bijl + B1.2 + - + B.. ) 

Several researchers have presented evidence 
relating to the question of the relative contri- 
bution of the belief and importance components 
in determining attitude under the beliefs - 
importance model. The results have been con- 
flicting, with some researchers reporting the 
importance component to be relatively useless 
(Sheth and Talarzyk, 1970), while others have 
found it to contribute significantly to explained 
variance (Hansen, 1969) . 

Recently, two independent teams of researchers 
have applied multidimensional scaling to this 
problem. Moinpour and MacLachlan (1971) created 
two separate dissimilarity spaces, one using the 
importance measure to weight the dissimilarities 
of beliefs across brands of headache remedies, 
and the other using unweighted dissimilarities. 
The resultant two -dimensional configurations were 
practically identical, leading the researchers to 
conclude that the importance measure is super- 
fluous. Hansen and Bolland (1971), using a 
similar procedure to compare the beliefs -only 
and beliefs- importance models, found that while 
the two measures yielded highly correlated 
distance scores in the case of student pub - 
crawling behavior, the beliefs -only model made 
more correct predictions. However, in the 
prediction of patronage of self- service car 
washes, the BI model was clearly superior. In 

attempting to explain these conflicting results, 
Cohen and Houston (1970) and Hughes (1970) have 
suggested that differences in measurement 
procedures could have significant effects on the 
relative power of the models; nevertheless, the 
issue remains unresolved. 



The controversy surrounding the importance 
component is, however, empirical rather than 
theoretical. Even the researchers who have 
presented negative results regarding the 
inclusion of the importance measure acknowledge 
that importance is probably implicit in the mind 
of the consumer (or the respondent in a survey) 

and thus may already be included in the belief 
measures (Sheth and Talarzyk, 1970). Cohen and 

Ahtola (1971) tested this hypothesis and found 
that generally the Correlations between the two 
components were not high enough to forego the 
measurement of the importance component. 

The final issue of interest here is the 
market significance of the expectancy -value 
attitude model. It is in this area that there 
has been the greatest divergence among research- 
ers in terms of the particular means used to test 
the model and the s atistical methods utilized to 
assess the relationships between the BI measure 
and criterion measures of preference and /or 
purchase of the d in question. 

umm Since the s d -score form of the model 
did not allow the use of powerful multivariate 
statistical techniques, the earliest evaluations 
of this form ofthe model used tests of inde- 
pendence (e.g., chi - square and other nonpara- 
metric tests) relative to such criteria as brand 
"appeal" (Bither and Miller, 1969) and actual 
choice behavior in an experimental situation 
(Hansen, 1968). Bas and Talarzyk (1969) used 
the computed belief- importance scores to attempt 
to reproduce the preference ranking of brands 
within six product classes, adopting a "confusion 
matrix" of conditional probabilities to present 
their results. Sheth and Talarzyk (1970) used 
a simple linear regression model in which brand 
preference served as the criterion variable and 
the BI score was the predictor variable. 
Results of these studies indicated that the 
expectancy -value framework was probably a 

valuable one from which to analyze consumer 
behavior, but at the same time, the predictions 
based on the model were not as good as marketing 
researchers desired. It was at this point that 
the disaggregative approach was initiated, along 
with the use of more sophisticated analytical 
procedures. 

Sheth (1969) introduced the use of multiple 
regression into this research area. A measure 
of overall liking fo the brand (affect) was 
used as the dependent measure; and separate 
belief measures were used as predictors, as in 
Equation (3) above. This analysis yielded better 
predictive power and also enabled the researcher 
to identify exactly which attributes were the 
primary contributors to the explained variance 
in liking for a brand. Cohen and Houston (1970) 

used the same approach with similar good results, 
relating the disaggregative BI measure to a 
retrospective report of purchase frequency. 
Since their analysis included a measure of 
importance, it represents an application of 
Equation (2) above. Sheth (1970), in an 
extension of the bas 
situational factors 
the entire decision- 

c model to account for 
nd to better conceptualize 
aking process of the consumer, 
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performed a multiple regression on data gathered 
in a longitudinal study of consumer attitudes 
and purchase behavior with respect to three 
different brands of instant breakfast. The data 
were gathered at three separate points in time. 
Sheth used intention to purchase as the criterion 
variable and belief measures as predictor 
variables. In eight out of nine cases, a 
significant R2 was obtained. Lutz (1971), in a 
similar analysis performed on a different popu- 
lation and with respect to a service rather than 
a product, found that the belief measures 
explained a substantial amount of variance in 
purchase intentions. 

While the multiple regression approach proved 
to be very useful in predicting affect and 
behavioral intention from a set of belief and /or 
importance measures, the prediction of actual 
purchase behavior seemed more closely related to 
a discriminant analysis problem, as noted by 
Cohen and Ahtola (1971). Using a consumer's 
overall purchase pattern to classify him as loyal 
to one of three leading brands of toothpaste, 
they were able to explain 67% of the variance in 
purchase behavior using the belief- times- 
importance measures as the predictor variables 
in a multiple discriminant analysis. The model 
using only belief measures did only slightly 
worse, while the aggregative form of the model 
was able to account for only about 44% of the 
variance in purchase behavior. While it must be 
borne in mind that the purchase measure was 
retrospective in this case, the results of the 
Cohen and Ahtola study are very encouraging. 
The discriminant model not only yielded a much 
better behavioral prediction than did the multi- 
ple regression model on the same data, but as 
in multiple regression, discriminant weights 
enable the researcher to ascertain exactly which 
attributes are instrumental in determining 
differences among consumers' purchase behavior. 

Since there are numerous measures of market 
response which may be of interest to the 
marketer at a point in time, Sheth (1971) set up 
another test of the expectancy -value model, 
using seven belief measures as the predictor set 
in a canonical analysis. The criterion set 
consisted of affect, intention, and actual 
purchase behavior. The first two canonical 
variates accounted for approximately 60% of the 
variance in the criterion set. This form of 
analysis has the particular advantage that it is 

able to show, within the same framework, which 
attributes are instrumental in explaining speciñc 
measures of market response. 

Multiple -Set Canonical Analysis 

M -set canonical analysis was proposed as an 
extension of traditional (2 -set) canonical 
analysis by Horst (1961) as'a method for examining 
the relationships among three or more set of 
variables. In the 2 -set case, the objective of 
canonical analysis is to derive linear combina- 
tions of the two sets of variables such that the 
correlation between the two sets is maximized; 
under m -set analysis, the linear combinations 
of the m sets of variables are derived such that 



the sum of the intercorrelations among the m sets 
is maximized. For example, if there were three 
sets of variables to be considered, m -set 
canonical analysis would yield a 3x3 matrix of 
canonical correlations as shown below: 

1.00 .78 .63 

.78 1.00 .41 

.63 .41 1.00 

As seen above, the canonical correlations 
matrix is symmetric and has diagonal values of 
unity. Just as in 2 -set canonical analysis, 
as many canonical variates can be derived as 
there are variables in the smallest of the m 
sets; all of the m possible canonical variates 
are mutually orthogonal. Also similar to the 
2 -set case, the solution under m -set analysis 
provides a weight for each variable in the total 
set of variables. Thus, m -set canonical analysis 
performs the same functions and provides the 
same type of information as does 2 -set canonical 
analysis, but with the distinct advantage of 
being able to accommodate more than two sets of 
variables simultaneously. 

Horst (1961) suggests several possible 
applications of m -set canonical analysis: 

a) Testing the congruence of factor structures 
among more than two subpopulations which 
have responded to the same profile of test 
batteries. 

b) Testing the similarity of response patterns 
when subjects are exposed to three or more 
treatment conditions. 

c) Testing the similarities among three or 
more independent test batteries administered 
to the same population. 

Considering only these three categories of 
problems, many potential marketing applications 
can be derived. In the area of segmentation 
analysis, m -set canonical analysis would allow 
the researcher to split the population into 
homogeneous groups on the basis of several 
different demographic and socio- economic variables 
and then simultaneously compare the groups on 
the basis of their response patterns to a 
battery of attitudinal or personality measures. 

Another important application of m -set 
analysis lies in the study of consumer decision 
processes. There are many classes of variables 
which have been shown to have significant effects 
upon the consumer (Sheth, 1967); among these 
are demographic variables, social class, group 
influence, interpersonal interaction, marketing 
communications, attitudes, personality, etc. 
M -set canonical analysis would allow each of 
these classes of variables to be included as a 
separate predictor set for one or more sets 
of market response variables. Thus, in one global 
analysis, the researcher could investigate not 
only the effects of the predictor variables on 
the criterion set, but also the interrelations 
among the various classes of predictors. This 
can be viewed as a type of exploratory procedure 

218 

at the macro level in that it deals with several 
different classes of variables simultaneously. 

M -set canonical analysis can also be useful 
at a more molecular level of the study of 
consumer decision processes for sorting out 
relationships within a particular class of 
explanatory variables. It is a problem of this 
type on which this research focuses. 

Definition of the Problem 

While more familiar multivariate methods 
have been used to compare the differential 
results when one or the other of the two 
disaggregative forms of the expectancy -value 
model were employed, m -set canonical analysis 
can be used to test the effectiveness of both 
models in the same analysis. Therefore one 
aspect of the problem to be treated here is to 
include both forms of the beliefs -importance 
model as presented in Equations (2) and (3) in an 
m -set canonical analysis. This will reveal 
simultaneously the relationship of each model 
to the criterion variables and also the nature 
of the relationships between the two alternative 
models. 

The importance of utilizing multiple rather 
than isolated criterion measures to increase 
reliability has been articulated by Fishbein 
(1967). Since previous research in the study of 
consumer decision processes has focused on two 
different sets of criterion variables - prefer- 
ences and purchase behavior - it seems appropriate 
to include multiple measures of each set of 
variables in the m -set canonical analysis. This 
treatment will reveal the relationships between 
the two sets of criterion variables, as well as 
identifying their separate relationships with 
the predictor variables. 

Thus the current problem is to investigate 
simultaneously the relationships among four sets 
of variables: 

1) A set of belief- importance scores 
2) A set of beliefs 
3) A set of brand preference measures 
4) A set of purchase measures 

Following are.some general hypotheses 
regarding the relative magnitudes of the can- 
onical correlations among the various sets of 
variables. 

Hypothesis 1: The set of BI measures will 
be slightly more related to 
both criterion sets than will 
be the set of beliefs -only 
measures. 

Hypothesis 2: Both sets of belief measures 
will be more closely related 
to the set of preference 
measures than to the set of 
purchase measures. 

Hypothesis 3: The set of preference measures 
will be more closely related 



to the set of purchase 
measures than will either of 
the sets of belief measures. 

The first hypdthesis is based on previous 
empirical results which, in general, have shown 
the beliefs -importance model to be slightly 
superior to the beliefs -only model. The latter 
two hypotheses derive from the proposition that 
consumer preferences intervene between beliefs 
and actual purchase behavior in the decision 
process (Lavidge and Steiner, 1961; Howard and 
Sheth, 1969). The more closely related two 
sets of variables are in the decision process, 
the stronger should be the empirical relation- 
ship between them (Sheth, 1970). Thus, beliefs 
should be more closely related to preference 
than to purchase, and preference should be a 
better predictor of purchase than beliefs. 

The Data4 

The data used in this analysis were collect- 
ed as part of the Buyer Behavior Project under 
the direction of Professor John A. Howard at 
the Columbia University Graduate School of 
Business in 1966. A longitudinal panel of 
housewives was formed through the use of standard 
probability sampling procedures. Initial contact 
was made through a mail questionnaire, which was 
followed at approximately 1 -month intervals by 
three telephone intérviews. In addition to 
responding to a variety of attitudinal and 
socio- economic questions, each panel member 
recorded her purchases of a convenience food 
product over the entire duration of the panel. 
Since the specific information required in the 
current study was gathered for only one brand - 
here called CIB - it is the only brand which 
will be analyzed. All of the beliefs, importance 
and preference measures were taken from the mail 
questionnaire, while the purchase measures were 
taken from panel diaries. 

The beliefs-only measures consisted of the 
respondent's ratings of CIB on twelve 7 -point 
bipolar scales. The positive ends of these 
scales are shown in Table 1. A value of 1 

represented the most favorable rating and a 
value of 7 the least favorable rating. 

The same twelve beliefs, weighted by impor- 
tance, were used to form the set of BI measures. 
Each belief rating was multiplied with its 
corresponding importance, which was measured on 
a 3 -point scale from "very important" to not 

at all important." Thus, each of the BI 
measures had a potential range of values from 
1 to 21, with a lower score representing a more 
favorable response. See Table 1 for the actual 
beliefs included in his set. 

The set of pref rence measures, seen in 
the table, consisted lof three measures of liking 
for a brand. The measure of affect was obtained 
through the use of a 7 -point bipolar scale, 
ranging from "In general, I like CIB very much" 
to, "In general, I do not like CIB at all." The 
semantic differential measure was derived from 
four beliefs about CSB which were shown to load 
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on the evaluative factor of a factor analysis 
(Osgood, Suci, and Tannenbaum, 1957). These 

four scales include "snack," "low in price," 
"good buy," and "real flavor." The ratings on 
these four scales were summed to obtain the 
semantic differential attitude score, which had 
a range of possible values from to 28. The 
Likert scale attitude measure was derived from 
the respondent's agreement- disagreement ratings 
on a series of projective -type questions regard- 
ing the type of person who would use CIB. After 
standard item analysis procedures, five scales 
were selected to represent the Likert score. 
These scales included "people trying to gain 
weight," "people who are health conscious," 
"people who have a health problem," "people who 
want a quick energy lift," and "people who like 
snacks." Since the extent of agreement was 
measured on a 5 -point scale, the Likert scale 
attitude score had a range of possible values 
from 5 to 25, with lower scores representing 
more favorable attitudes.5 

The set of purchase measures, as shown in 
Table 1, consisted of 3 continuous variables and 
two dichotomous variables. All of the measures 
are sound from a conceptual viewpoint as 
alternative measures of purchase behavior. The 
only possible drawback is that the inclusion of 
dichotomous variables in traditional 2 -set 
canonical analysis violates certain assumptions 
which are necessary to perform tests of signifi- 
cance on the canonical correlations obtained 
(Green and Tull, 1966). However, in this case, 
this shortcoming seems to be of minimal impor- 
tance since traditional 2 -set significance tests 
do not hold for m -set canonical analysis (Horst, 
1961). While it is recognized that dichotomous 
variables are not the most satisfactory measures 
to use in m -set canonical analysis, these 
deficiencies are not judged to be critical. 

A total of 583 respondents whose data were 
complete for the scales used in the study 
constituted the initial sample. One hundred of 
these respondents were randomly selected to form 
the subsample which was used to construct the 
semantic differential and Likert scale on a post 
hoc basis. This left a total of 483 respondents 
in the test sample which was used in the main 
analysis. 

Data Analysis6 

The first step in m -set canonical analysis is 
to create a supermatrix, G, of correlations 
from the raw data. Using Horst's notation, this 
supermatrix appears as: 

G11 G12 G13 G14 

G21 G22 G23 G24 

G31 G32 G33 G34 

G41 G42 G43 G44 



Next, each diagonal submatrix, Gii, is 

decomposed into the product of two triangular 
matrices, such that 

(4) titi = Gii. 

This procedure orthogenalizes the variables 

within each set included in the analysis. 

(5) R.. = 
t71 -1 

Using equation (5), another supermatrix, 
R, is created representing the correlations among 
the now orthogonalized variables. As such, 

the diagonal submatrices of R become identity 
matrices: 

Il 
R12 R13 R14 

R21 I2 
R23 R24 

R31 R32 R34 

R41 R42 R43 
I4 

Subtracting an identity matrix of order 32 
(since there are a total of 32 variables in 

this analysis) yields the supermatrix 1P. 

0 1P12 1P13 1P14 

1P21 1P23 1P24 

1P31 1P31 1P34 

1P41 1P42 1P43 

The objective of m -set canonical analysis is 

to derive a linear combination of the variables 
for each of the four sets such that the function 

(6) 41 = 1p1 -m 

is maximized. 1 is a unit vector of m elements; 
p is the matrix of canonical correlations; and 
m is the number of sets in the analysis. The 
solution for this problem is: 

(7) 1P D8.1 1 = Dß.1 1X 

where D is a supervector of length 1, 
represefittng canonical weights; 1 is a unit 
vector; and 

(8) = -1. 

Thus represents the sum of the elements in 

each row of the canonical correlations matrix 
minus the main diagonal element. 

It is interesting to note that the notation 
Horst chose to use in setting up Equation (7) 
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resembles the classic eigenvalue -eigenvector 
solution so pervasive in traditional multivariate 
statistics. However, m -set canonical analysis 
does not rely on the eigenvalue -eigenvector 
solution. Instead of dealing directly with the 
variance in the data, Horst chooses to deal with 
it in an indirect manner, through his maximiza- 
tion of the sum of the elements in the correla- 
tion matrix. Horst claims that this procedure 
yields results analogous to Hotelling's for the 
2 -set case, and relies on an intuitive proof to 
extend his solution to m sets of variates. 
Whether this technique is truly appropriate re- 
mains a question for mathematical statisticians. 

Equation (7) is used iteratively to reach 
the solution for the first canonical variate. 
Using a first ,approximation to the canonical 
weights of 1 /ni, where ni is the number of 
variables included in the ith set, ensures that 
each íDß.1 is of unit length. Thus 

(9) 1P1Dß.1 1 = DB.1 1 

where DB is a supervector of calculated 
canonical weights. Since 

(10) 1p = RDß.1, 

and 

(11) 2D8.1 1DB.1 
-1 

where 

2 
(12) 

11)13.1 1DB.1 

la can be calculated from equation (8) after 
each iteration. The iterative process continues 
until 1X stabilizes to some specified degree of 
decimal accuracy. 

To compute the second canonical variate, it 
is first necessary to derive the supermatrix 2P. 

(13) 2P = [I-DB.1DB.17 1P[I-DB.1DB.1]. 

This ensures that the second canonical variate 
will be orthogonal to the first one. Then the 
same iterative procedure is followed until 
stabilizes. 

Results 

The results of the analysis are shown in 

Tables 2 through 7. Since the canonical 
correlations with the purchase measures were of 
such small magnitude for the second canonical 
variate (see Table 6), it was decided not to 
compute the remaining two possible canonical 
variates. 

As can be seen in both Tables 3 and 4, the 
iterative procedure proposed by Horst did lead 
to a set of stable X values. Also, as can be 

seen from the values of in the two tables, 
is at a maximum when the values stabilize. 

Tables 5 and 6 show the canonical correla- 
tions among the four sets of measures. On the 



basis of the first set of correlations, only one 
of the hypotheses is supported - that both sets 
of beliefs will be ore closely related to pre- 
ference than to pur hase. Both sets correlate in 
excess of .80 with preference, while correlating 
less than .40 with purchase, for the first 
canonical variate. The same relationship also 
appears for the second variate. 

Contrary to th first hypothesis, the set of 
beliefs -only measur s correlated more strongly 
(.92) with preference than did the set of B1 
measures (.81), for the first canonical variate, 
and similarly for t e second variate (.47 to .41). 

In addition, the tw sets were approximately 
equally correlated ith the set of behavioral 
measures. The third hypothesis was similarly 
rejected, since all three sets of predictor 
measures (beliefs , B I scores , and preferences) 
correlated almost identically with the set of 
purchase measures on both canonical variates. 

The calculated canonical weights are shown 
in Table 7. For the first variate, three beliefs 
appear to dominate in the relationship between 
both sets of beliefs and the criterion measures. 
"Ease of use," "Meal substitute," and "Delicious" 
exhibit the three largest weights in both belief 
sets. Of secondary importance are the beliefs 
"Snack," "Good buy," and "Real Flavor," again 
for both sets. This result would tend to suggest 
that either form of belief measure (B -only or 
BI) will yield the ame pattern of relationships 
with criterion vari les, even though the magni- 
tude of the relation hips may be different. 

For the preference set, affect exhibited the 
highest weight on the first variate, while the 
semantic differentia was weighted highly on 
both of the variates. Although some of the 
explanatory power at ributed to the semantic 
differential is artifactual due to the beliefs 
included in its construction, this artifact does 
not show up on the first variate. Rather, it 
seems to dominate theg beliefs- preference rela- 
tionship on the second variate. The three scales 
which overlap between the semantic differential 
and the belief measures have the highest weights 
for both belief sets, while the three weights 
which had been highest on the first variate have 
negative weights on the second variate. It is 

obvious that future research should in some 
part be directed at obtaining independent 
measures of preference. 

Finally, the negative weights shown by the 
purchase measures on the first variate were not 
surprising, since these measures had previously 
exhibited an inverse relationship with all the 
other variables in the analysis (see Table 2). 
Fortunately, this inverse relationship is due 
only to the direction of the scales used to 
measure the phenomena. The purchase measure 
which is most closely related to the other sets 
of measures is "ó of CIB /Total units instant 
breakfast purchased.' This result is interesting 
in that it suggests that it may not be 
appropriate to examine a consumer's purchase 
behavior with respect to any one brand, but 
rather look at his purchase behavior relative to 
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other brands in the product class. Thus, there 
may be many influences which determine the abso- 
lute amount of any product which will be pur- 
chased by a household, but beliefs and attitudes 
may be instrumental in determining which brand 
within that product class will be purchased by 
the consumer. The relatively small correlations 
between the purchase measures and the other 
three sets of measures are disappointing, but 
not unexpected. There are certainly many 
influences other than beliefs about the brand and 
liking for the brand which affect a consumer's 
purchase behavior. 

As the results of this analysis suggest, it 
will be necessary in the future study of 
consumer behavior to look at the effects of more 
than one class of variables simultaneously. 
Multiple -set canonical analysis should be an 
invaluable tool in that task. The consumer 
researcher can include not only product- specific 
attitudes and beliefs as explanatory variables, 
but also more general influences on the consumer - 
social class, personality, group interaction, 
family roles, etc. - and examine the interactions 
of these variables in their influence on purchase 
behavior. This, then, will present a more 
comprehensive view of the attitude -behavior 
relationship.? 

Conclusion 

An attempt was made to apply multiple -set 
canonical analysis to the study of the attitude - 
behavior relationship in consumer psychology. 
The method is mathematically tractable and yields 
results which are unobtainable from traditional 
forms of multivariate analysis. Currently, 
the primary advantages of m -set analysis seem 
to be at the exploratory stages of a scientific 
investigation. In the future, as tests of 
significance are developed and the precise 
meaning of canonical weights is determined, 
m -set canonical analysis should prove to be an 
even more valuable tool in the continuing study 
of consumer psychology. 



TABLE 1 

Variable Set 1: Beliefs only - Equation (3) 

CIB is easy to use 
CIB is a good substitute for a meal 
CIB is low in calories 
CIB is delicious tasting 
CIB is nutricious 
CIB is a good snack 
CIB is filling 
CIB dissolves easily 
CIB is a good energy source 
CIB is a good buy for the money 
CIB has a "real" (as opposed to artificial) flavor 
CIB is a good source of protein 

Variable Set 2: BI (Belief x Importance) scores - Equation (2) 

Ease of use 
Meal substitute 
Low in calories 
Delicious 
Nutricious 
Snack 
Filling 
Dissolves easily 
Energy source 
Good Buy 
Real flavor 
Protein source 

Affect 
Semantic Differential 
Likert Scale 

Variable Set 3: Preference Measures 

Variable Set 4: Purchase Measures 

% CIB purchased of total units of instant breakfast purchased 
Purchase - No Purchase (Dichotomous) 
Repeat Purchase (Dichotomous) 
Number of units of CIB purchased 
Number of purchases of CIB 

TABLE 3 

Iterations for the First Canonical Variate 

TABLE 4 

Iterations for the Second Canonical Variate 

Iteration 1X1 Iteration 1X1 3X2 4X2 

1 1.940 1.666 1.882 0.710 5.498 1 1.004 0.995 0.563 0.163 2.725 
2 2.114 1.958 2.083 0.917 7.072 2 1.156 1.152 0.792 0.228 3.328 
3 2.153 2.000 2.091 0.974 7.218 3 1.239 1.221 0.913 0.261 3.634 
4 2.155 2.007 2.086 1.000 7.248 4 1.280 1.254 0.958 0.284 3.776 
5 2.155 2.010 2.080 1.011 7.256 5 1.298 1.270 0.977 0.295 3.860 
6 2.154 2.010 2.076 1.019 7.259 6 1.308 1.276 0.982 0.304 3.870 
7 2.154 2.011 2.076 1.020 7.261 7 1.313 1.278 0.984 0.309 3.884 
8 2.154 2.012 2.075 1.021 7.262 8 1.316 1.279 0.984 0.313 3.892 

9 1.317 1.281 0.983 0.316 3.897 
10 1.319 1.280 0.982 0.319 3.900 

11 1.320 1.280 0.981 0.321 3.902 
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TABLE 7 

Canonical Weights for the First Two Canonical 
Variates 

Variable Set Canonical Weights 

Beliefs Only DB.1 DB 
.2 

Ease of Use 0.87 -0.22 
Meal Substitute 1.19 -0.51 
Low in Calories 0.34 0.33 

Delicious 1.13 -0.31 
Nutricious 0.15 -0.13 
Snack 0.72 0.89 

Filling 0.25 0.03 
Solubility 0.14 -0.21 
Energy Source 0.17 0.03 
Good Buy 0.52 0.58 
"Real" Flavor 0.37 0.22 
Protein Source -0.05 -0.01 

BI Scores 

Ease of Use 0.95 -0.25 
Meal Substitute 1.05 -0.41 
Low in Calories 0.19 0.26 
Delicious 1.07 -0.27 
Nutricious 0.13 -0.18 

Snack 0.59 0.86 
Filling 0.27 0.01 
Solubility -0.11 -0.19 
Energy Source 0.30 0.08 

Good Buy 0.44 0.61 

"Real" Flavor 0.38 0.27 
Protein Source -0.01 0.04 

Preference Measures 

Affect 1.78 -0.50 
Semantic Differential 1.05 0.84 
Likert Scale 0.23 0.05 

Purchase Measures 

% CIB /Total units of -0.85 0.01 

Instant Breakfast 
Purchase - No Purchase -0.29 0.15 

Repeat Purchase -0.07 0.24 

#Units CIB purchased -0.46 -0.13 

#Purchases CIB 0.08 0.06 

FOOTNOTES 

1The author is both indebted and grateful to 
Professor Jagdish N. Sheth of the University of 
Illinois for providing the opportunity and 
impetus for this paper. The research reported 
here is one of a series of studies which has 
been conducted under the guidance of Professor 
Sheth, and as such, is closely related to much 
of his work in the attitude -behavior area. 

2See Cohen and Houston (1970). Fishbein, working 
from a behavioral orientation, would probably 
take issue with the nomenclature used here to 
classify his theory. Cohen and Ahtola (1971) 
provide a rationale for including Fishbein's 
model under an expectancy -value framework. 

224 

3It should be noted that Sheth's formulation did 
not actually include the importance component 
since he had concluded from earlier studies that 
the importance component offered little predic- 
tive power (Howard and Sheth, 1969; Sheth, 1969). 
Nevertheless, the importance component is 
included here for the sake of comparison with 
Equation (1). 

author expresses his appreciation to 
Professors John A. Howard of Columbia University 
and Jagdish N. Sheth for the use of the Columbia 
panel data. 

5For a more detailed treatment of the construction 
of the semantic differential and Likert scale 
used in this analysis, the reader is referred 
to a paper currently in preparation by the 
author and Professor Jagdish N. Sheth, "A 
Multimode Investigation of the Attitude -Behavior 
Relationship." 

6 The author expresses his thanks to Professor 
Charles Lewis of the Psychology Department of 
the University of Illinois for his invaluable 
insights into the analysis proposed by Horst. 
While Professor Lewis was instrumental in 
enabling the analysis to be carried out, the 
author assumes full responsibility for any errors 
or shortcomings in this research. 

7The author is grateful to Professors Joel B. 
Cohen and Paul E. Green for their comments on 
an earlier version of this paper. 
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MULTI- BRAND MULTI- SEGMENT MODEL OF CONSUMER BEHAVIOR: ON ESTIMATING THE PARAMETERS 

John C. Bieda, Procter & Gamble 

Introduction 
The purpose of this paper is to report on the 

findings from an empirical study of the Minimum 

Chi Square estimation procedure when this esti- 

mation procedure is used for estimating the pa- 

rameters of a heterogeneous linear learning model 

in the context of consumer purchasing behavior. 

In 1965, Massy [1] proposed that the Minimum 

Chi Square estimation procedure be used to esti- 

mate the parameters of the homogeneous two oper- 

ator linear learning model. Massy was able to 

show that the expected proportion of families 

that would purchase a given sequence of brands is 

a function of the parameters of the two operator 

model and the raw moments of the initial distri- 

bution of the probabilities of purchasing the two 

brands. 

In addition, Massy suggested using data from 

continuous purchase diary panels to obtain the 

observed proportion of families that purchased a 

particular sequence of brands. These are the two 

pieces of data that are necessary for the Minimum 

Chi Square estimation procedure as can be seen by 

formula 2 

2 i(6)) 
X = M E 

i 

where M is the sample size for the panel; N is 

the length of the purchase string; Pi is the 

observed proportion of families that have pur- 

chased string i; is the expected proportion of 

families that will purchase string i; and 6 is 

the vector of parameters which included the pa- 

rameters of the linear learning model and the pa- 

rameters of the initial distribution of purchas- 

ing the brands. 
Massy used Cr&mer's proof, that when the above 

expression is at a minimum the estimated param- 

eters are asymptotically equivalent to maximum 

likelihood estimates, to justify using this pro- 

cedure. Massy also pointed out that when the 

above expression is at the minimum the resulting 

Chi Square value can be used to test the fit of 

the model against the null hypothesis that the 

model does fit the observed data. 

In a forthcoming doctoral dissertation, Bieda 

has expanded the two operator linear learning 

model to allow for heterogeneity among the popu- 

lation with respect to the model parameters. In 

a manner similar to that used by Massy, he has 

been able to show that the expected proportion of 

families that will purchase a particular sequence 

of brands is a function of the raw moments of the 

initial distribution of purchasing the brands, 

the weights associated with segments of the popu- 

lation that are assumed to be homogeneous with 

respect to a particular two operator linear learn- 

ing model and the parameters of the learning mod- 

els associated with each segment. Thus, Bieda 

was able to adopt Massy's estimation procedure. 
With this background in mind, we now shall take 

a closer look at the estimation procedure. To 

minimize the above expression, we would ordinar- 
ily take the partial derivatives with respect to 
each of the parameters, set them equal to zero 
and solve the resulting set of equations. How- 
ever, for both the homogeneous and heterogeneous 
models, the partical derivatives are highly non- 
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linear and very complicated. Thus, there is a 
need to resort to some type of non -linear pro- 
gramming algorithm to solve for the minimum. 

The algorithm that has been used for the homo- 
geneous two operator in several studies that have 
been reported in the literature is Pattern Search. 
Time does not permit a discussion of this non- 
linear programming procedure; instead, I will 

simply refer you to an excellent discussion of it 
in Wilde's book, Optimum Seeking Methods. [2] 
The fact that we have to use a non -linear pro- 

gramming procedure to minimize the Chi Square 
expression is the basis for the present study. 
It would seem that unless one can arrive at the 
true minimum - 1) one has no idea of what statis- 
tical properties the estimates have and 2) using 
the Chi Square value obtained to test the fit of 
the model would be incorrect since Cramer's proof 
requires that the Chi Square expression be at the 
minimum for the observed set of data. 

In this study our primary research question 
then deals with the ability of the non -linear 
programming, Pattern Search, to arrive at the 
true minimum. 

The Experiment 
The design of the experiment for examining this 

question was factorial in nature. Four formula- 
tions of the heterogeneous two operator learning 
model were examined. These were 1) a Two Beta 
Equal Lambda Model, 2) a One Beta Equal Lambda 
Model, 3) a Two Beta, Unequal Lambda Model and 4) 
a One Beta Unequal Lambda Model. 
Here the unequal and equal lambdas refer to 

whether or not the slopes of the operators are 
unequal or equal and the one and two betas refer 
to whether the initial distribution of probabil- 
ities is specified as a single beta distribution 
or a sum of weighted beta distributions. 
The procedure used was as follows: 1) For a 

given formulation a set of parameters was arbi- 
trarily chosen. 2) These parameters were used to 
obtain a set of exact proportions for purchase 
strings of length five using the model. 3) The 
exact proportions were submitted to the non -linear 
programming algorithm as if they were observed 
proportions from a consumer panel with another set 
of parameters used as starting values. 4) The 
non -linear programming algorithm was allowed to 
run until there was for all practical purposes no 
further improvement possible. 
For each formulation of the model a set of pa- 

rameters was chosen for a 1, 2 and 3 segment mar- 
ket. Thus, in all, twelve sets of exact propor- 
tions were generated. 

Before going into the results, a word needs to 
be said about the starting values. Pattern Search, 
like many non -linear algorithms, must be given an 
initial vector of feasible starting parameters. 
We used the following procedure to select the 
starting values. Regardless of how many segments 
were actually used to generate the exact propor- 
tions, the exact proportions were first submitted 
to a one segment version of the model. The ending 
parameters were then duplicated, the segment weight 
cut in half and these values served as the start- 
ing values for a two segment version of the same 
model. If the exact data was generated with a 



three segment model the ending two segment param- 
eters served as the starting values for the three 
segment version. Helre, however, we took the 
larger of the two segments duplicated the param- 
eters and split the larger segment weight in half. 

In several cases, in alternate procedure was 
also employed. Here we simply duplicated our 
initial starting values for the one segment ver- 
sion for say exact data generated for a two seg- 
ment market, -split the segment weight in half and 
used these values as starting values. We will 
have more to say about the starting values in the 
discussion section. 

Results 
In Table 1, we have presented the Chi Square 

values that were obtained using the stepwise 
starting value procedure and those obtained for 
the selected cases where the second set of start- 
ing values were used 

For the equal lam a model the observed Chi 
Square values were generally quite low when the 
stepwise starting values were used. 

For the two beta formulation the one and two 
segments observed were .55 X 10-5 and .17 X 
10-4 respectively. d'or the one beta formulation 
the one and three segment cases they were .49 X 
10 -7 and .26 X 10-5 respectively. The two excep- 
tions to the low observed Chi Square value for 
the equal lambda formulation were for the two beta 
3 segment and one beta 2 segment cases with the 
values of .30 X 10-1 and .11 X 10-3. However, 
with the alternative set of starting values both 
of the observed values dropped to levels compara- 
ble with the others .87 X 10-4 for the two beta 3 
segment cases and .29 X 10-4 for the one beta 2 
segment formulation. 
With the unequal lambda model the results are 

somewhat different. Here we see that, for both 
the two beta and the one beta formulations, as 
the number of segments increases, the observed Chi 
Square steadily decreases. Although not shown in 
the table using alternative starting values did 
not improve any of t values. 

In Tables 2 through4, 4, we have presented the 
estimated parameters for the twelve sets of exact 
data. Under each of the estimated parameters, in 
parentheses, is the exact parameter being esti- 
mated. 

Looking first at Table 2. Here it can be seen 
that for the Two Beta Equal Lambda Model the esti- 
mated parameters are very close to the exact pa- 
rameters in almost every case. The exception in- 
volves the a1 and X 'or the three segment market. 
In addition, the beta parameters, while estimating 
the mean of the initial distribution quite close- 
ly, are not estimating the second or higher raw 
moments very well. 

Turning now to Table 3. The estimates for the 
two brand one beta equal lambda formulation are 
almost precisely the exact parameters for the one 
and two segment markets. The beta parameters for 
the one segment market are also very close, how- 
ever, for the two segment market they are under- 
estimated. the three segment market the model 
parameters are generally close with the exception 
of the segment weightá. The beta parameters, how- 
ever, are badly overestimated. 

In Table 4, it can seen here that as more 
segments are added th estimated parameters are 
closer to the exact parameters. In the. three seg- 
ment case the beta parameters are very close to 
those used to generate the data, the model param- 
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eters in almost every case are also quite close 

to the exact parameters. 

In Table 5, we have a virtual repeat of Table 4. 

As more segments are added the estimated param- 
eters are closer to the exact parameters. The ex- 

ception here is in the estimates of the beta pa- 

rameter: The estimates for the two segment mar- 

ket are closer to the exact beta parameters than 

the estimates for the three segment market. 

Discussion 
It will be noted that in these experiments we 

did not introduce any error into the exact pro- 
portion generated from the known set of param- 
eters. The reason for this is quite simple. We 
are trying to determine if for a given set of ob- 
served proportions we can move to the global min- 
imum using Pattern Search and the model that gen- 
erated the proportions. If we can, then we know 
from Crámer's proof that the estimated parameters 
are equivalent to the maximum likelihood estimates. 
The results are somewhat mixed in the equal 

lambda case, the stepwise starting procedure gen- 
erally provided very low observed values. How- 
ever, using this procedure a local minima was 
definitely encountered in the two beta 3 segment 
case. 

For the unequal lambda case a local minima was 
encountered in both the one and two segment cases. 
Even when an alternative set of starting values 
was used other local minima were encountered. 
Only in the case of the three segment market were 
the results reasonably close. 
In general, the estimates of the beta param- 

eters, for both the equal and unequal formula- 
tions, were quite poor. 

It should be noted that in no case did the Chi 
Square value ever reach zero. For these partic- 
ular experiments, it should have been possible to 
reach zero since the exact proportions were car- 
ried to sixteen decimal places. One explanation 
besides local minima for why smaller values were 
not observed lies in round off error in the calcu- 
lations; another is that the step size in the 
search routine was not allowed to decrease to a 
small enough value to obtain the desired accuracy. 

Conclusion 
Generally speaking, we were able to get quite 

close to the global minima. However, in several 
oases the observed Chi Square values were suffi- 
ciently far enough away from the known true mini- 
ma, 0.0, to cast'some doubt on the ability of the 
search routine to reach the global minima in all 
instances. Particularly disturbing was the fact 
that when an alternative set of parameters was 
used for the unequal lambda formation, no improve- 
ment was found in the observed Chi Square values. 

The general conclusion seems to be that a number 
of starting values should be used even though one 
is not guaranteed of reaching the global minima 
using Pattern Search for estimating the parameters 
of a multi -brand multi- segment linear learning 
model. 
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TABLE 1 

Observed Chi Square Value for Stepwise and 

TABLE 2 

Estimated and Exact Parameters Two Brand 

Two Beta Equal Lambda Formulation 
Selected Second Set Starting Values 

Date Generated With Observed X2 Values 
Stepwise Starting Values Used 

X2 Values, Second 
Set of Starting Values Used One Segment Market 

Exact Parameters Being Estimated 
in Parentheses 

Segment Market Three Segment Market 

2 Beta, Equal 1 Segment 

2 Segment 

3 Segment 

1 Beta, Equal 1 Segment 

2 Segment 

3 Segment 

2 Beta Unequal 1 Segment 

2 Segment 

3 Segment 

1 Beta Unequal 1 Segment 

2 Segment 

3 Segment 

.005528 X 

.017580 X 10-3 

30.035 X 10-3 

.000049 X 

.1076 X 

.00261 X 10 

4.397 X 10-3 

.2880 X 10 -3 

.0159 X 10 3 

4.225 X 

.5668 X 10-3 

.004082 X 

.08711 X 

.02871 X 

Seg. 1 Seg. 1 Seg. 2 Seg. 1 Seg. 2 Seg. 

a 0.3145 
11 

(0.3145) 

0.644 

(0.644) 

0.004 
a12 

(0.004) 

Segment Weight 

ist Parameter 4.18 
1st Beta 

(22.50) 
bution 

2nd Parameter 1.26 
1st Beta bistri- (6.04) 
button 

Weight 1st 0.09 
Beta Distri- 

(0.10) 
button 

let Parameter 3.97 
2nd Beta Dietri- 

(6.04) button 

2nd Paxameter 14.16 
2nd Beta Distri- (22.50) 
button 

0.364 0.363 

(0.3145) (.382) 

0.621 0.621 

(0.644) (0.618) 

0.19 0.18 

(0.004) (0.029) 

0.41 0.59 

(0.40) (0.60) 

11.87 

(22.50) 

2.16 
(6.04) 

0.07 

(0.10) 

4.99 

(6.04) 

17.13 

(22.50) 

0.30 0.21 0.51 

(0.382) (0.3145)(0.4468) 

0.69 0.79 0.47 

(0.618) (0.644) (0.54) 

0.0007 0.04 0.03 

(0.029) (0.035) (0.0282) 

0.31 0.12 0.57 

(0.30) (0.20) (0.50) 

2.36 

(22.50) 

2.40 
(6.04) 

0.27 

(0.10) 

7.80 

(6.04) 

34.64 

(22.50) 



TABLE 3 TABLE 4 

Estimated and Exact Parameters For the 

Two Brand One Beta Equal Lambda Formulation 

One Segment Market 

Seg. 1 

0.262 

(0.262) 

Exact Parameters Being Estimated 
In Parentheses 

Two Segment Market 

Seg. 1 Seg. 2 

Three Segment Market 

Seg. Seg. 2 Seg. 3 

0.24 0.40 0.264 0.38 0.40 

(0.262) (0.41) (0.262) (0.3135)(0.41) 

A 0.683 0.70 0.60 

(0.683) (0.683) (0.59) 

a12 
0.0089 

(0.0089) 

0.01 0.03 

(0.0089)(0.025) 

a 
11 

0.622 0.60 0.59 
A 

(0.683) (0.557) (0.59) 1 

0.0098 0.024 0.024 

(0.0089)(0.0165)(0.025) a12 

Segment Weight 0.38 0.64 0.44 0.48 0.08 

(0.40) (6.6o) (o.3o) (0.30) (0.40) 2 

1st Beta 
Parameter 

2nd Beta 
Parameter 

0.90 

(0.899) 

8.55 

(8.50) 

4.18 

(5.82) 

8.18 

(12.00) 

8.42 

(13.62) 

38.50 

(62.37) 

Estimated and Exact Parameters for the Two Brand 

Two Beta Unequal Lambda Formulation 

Exact Parameters Being Estimated 
in Parentheses 

one Segment Market Two Segment Market Three Segment Market 

Seg. 1 Seg. 2 Seg. 1 _2 Seg. 3 

Segment Weight 

0.22 

(.32) 

0.78 

(.65) 

0.03 

(.o3) 

0.86 

(.80) 

1st Parameter 6.63 
1st Beta Distrit10.50) 
bution 

2nd Parameter 4.40 
ist Beta Distri- 

(4,55) button 

Weight 1st 0.31 
Beta Distri- 
bution 

ist Parameter 4.03 
2nd Beta Distri- 

(7.35) button 

2nd Parameter 57.15 
2nd Beta Distrit59.20) 
button 

0.19 0.18 0.20 0.28 0.27 

(.10) (.32) (.25) (.32) (.1o) 

0.79 0.79 

(.85) (.65) 

0.05 0.04 

(.05) (.o3) 

0.72 0.71 

(.70) (.80) 

0.53 0.47 

(.60) (.4o) 

28.03 

(10.50) 

12.89 

(4.55) 

0.61 0.70 0.70 

(.50) (.65) (.85) 

0.02 0.03 0.03 

(.io) (.03) (.o5) 

o.60 0.79 0.79 

(.60) (.80) (.70) 

0.50 0.30 

(.40) (.40) 

6.58 

(10.50) 

3.43. 

(4.55) 

0.21 0.22 

(.20) (.20) 

11.36 7.40 

(7.35) (7.35) 

95.14 62.76 

(59.20) (59.2o) 

0.20 

(.20) 



TABLE 5 

Estimated and Exact Parameters Two Brand 

One Beta Unequal Lambda Formulation 

One Segment Market 

Exact Parameters Being Estimated 
in Parentheses 

Two Segment Market Three Serrent Market 

a11 

A2 

Segment Weight 

1st Beta 
Parameter 

2nd Beta 
Parameter 

Seg. 1 Seg. 1 Seg. 2 Seg. 1 Seg. 2 Seg. 3 

0.24 

(0.32) 

0.76 

(0.65) 

0.03 

(0.03) 

0.87 

(0.80) 

1.41 

(6.04) 

5.09 

(22.05) 

0.19 0.19 

(0.i0) (o.32) 

0.81 0.81 

(0.85) (0.65) 

0.05 0.05 

(0.05) (0.o3) 

0.69 0.69 

(0.70) (0.80) 

0.56 0.56 

(0.60) (0.40) 

5.70 

(6.04) 

21.19 

(22.05) 

0.14 

(o.io) 

0.70 

(0.85) 

0.03 

(0.05) 

0.79 

(0.70) 

0.18 

(0.20) 

0.25 

(0.25) 

0.57 

(0.50) 

0.02 

(0.01) 

0.59 

(0.60) 

0.51 

(0.40) 

10.27 

(6.04) 

38.28 

(22.o5) 

0.31 

(0.32) 

0.68 

(0.65) 

0.03 

(0.03) 

0.82 

(0.80) 

0.31 

(0.40) 
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TOWARD THE MEASUREMENT OF SOCIAL INDICATORS: 
CONCEPTUAL AND METHODOLOGICAL IMPLICATIONS* 
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Gerald E. Klonglan 
Iowa State University 

usually built on quite different definitions of 
the term, social indicator, and suggest quite 
different strategies for social indicator develop- 
ment. 

Among the various perspectives that seem to 
be forming within the current social indicator 
movement, four are especially worthy of brief 
mention (Wilcox et al., 1971). Perhaps the most 
common perspective one encounters in current 
social indicator research is the orientation that 
regards social indicators as instruments for de- 

tecting changes in the "quality of life" of indi- 

viduals, groups or societies. The strategy of 
research suggested by this perspective focuses 
upon the problem of defining "quality of life" 
and the establishment of quantifiable categories 
to measure variations in crucial social components 
of human life conditions. The problems posed by 
this perspective are, perhaps, the most difficult 
to quantify and raise issues that cannot be dis- 
associated from normative interests. Current 
research efforts that reflect this orientation 
include the work of Becker and de Brigard (1970), 

Harland (1971), and Jones and Flax (1970). 
A second perspective tends to regard social 

indicators as instruments to monitor progress 
toward societal goals. This approach has often 
been suggested as an alternative to the quality - 
of- life emphasis in an effort to reduce the 
normative implications inherent in the term 
quality of life. The problem of establishing 
generally agreed upon and clearly defined sets of 
goals, however, has proved highly elusive. One 
specialized application of the goals approach 
focuses on program evaluation, in which the goals 
are largely established by those concerned with 
the direction of the program. Much of the work 
of the federal government is reflective of this 
perspective including the National Goals Research 
Staff (1970), HEW's work on the preparation of an 
annual social report, Toward a Social Report 

(U.S. Department of Health, Education, and Wel- 
fare, 1969), and Vestermark's (1968) efforts to 

develop indicators of social vulnerability. 
Another perspective that seems less common but 
still an integral part of the indicator movement 
tends to view social indicators primarily as 
social statistics. The thrust of this type of 
research focuses on an attempt to assess various 
aspects of social life by reporting statistical 
series that reflect change in these social com- 
ponents through time. Rarely does one find any 
serious effort to show cause, effect and inter- 
relationship between variables or to include such 
statistics in a larger theoretical system. To 
gain a clearer picture of this perspective, the 
reader may find it helpful to examine the work of 
Tunstall (1970), Agency for International Develop- 
ment (1971), Drewnowski (1966, 1970) and some of 
the statistical data developed by the United 
Nations Research Institute (1961, 1966a, 1966b, 
1966c, 1969, 1970). 

I I41TRODUCTI ON 

The topic of this paper is concerned with 
the development of alsystem of measurable social 
indicators. The widespread interest in social 
indicators represents a shift in information 
premises for decision making in the United States 
and has come about as a result of a need for more 
reliable data of transeconomic issues, quality of 
life, social problems and planned social develop- 
ment. To date, however, the discussion of social 
indicators has focused more on its potential uses 
rather than specifying the steps necessary for the 
development of social indicators. The rapid 

build -up of interest in social indicator research 
has produced a rathe massive body of literature 
relative to this topic over the past 5 years (Beal 

et al., 1971a). As a result, there is no general 
concensus regarding the nature and definition of 
social indicators, h w social indicators are to be 
developed and how thy are to be used. The 
objective of this paper is to deal with some of 
these issues and to attempt to suggest a per- 
spective to provide an adequate definition of 
social indicators and a strategy for the develop- 
ment of a taxonomy of social indicators for 
future monitoring of societal conditions. 

SOCIAL INDICATOR PERSPECTIVES 

The failure to develop common perspectives 
concerning some of the basic issues to be over- 
come in the development of social indicators has 
meant that many of the current discussions 
surrounding this topic must be viewed as apologies 
for, or criticisms, f the social indicator move- 
ment (Beal et al., 1 71b). There has, however, 
been considerable ev dence of maturing of the 
movement over the past 2 years, with significant 
efforts being made to cope more systematically 
with some of these basic issues. Through such 
efforts, several mor clearly defined perspec- 
tives and orientatio s to social indicator re- 
search seem to be em rging. The crystallization 
of these differing perspectives suggest the early 
stages in the development of "schools" or 
"persuasions" of social indicators. These per- 
spectives, we believe, reflect the unique interests 
and needs that underlie individual motivation to 
obtain better social information. 

Since the motivation behind the social indi- 
cator movement has generally been the desire to 
generate usable data, the perspectives and orien- 
tation to social indicator research adopted by 
individuals tend to reflect the unique role each 
writer visualizes that social indicators will fill 

in social planning, social development of in the 
social sciences. These differing perspectives are 

*Journal Paper No. J -7037 of the Iowa Agriculture 
and Home Economics Experiment Station, Ames, Iowa. 

Project No. 1837. 
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A fourth perspective, which tends to be more 
reflective of the work of social scientists, 

views social indicators as social statistics that 
measure changes in variables that are components 
in a social -systems model. Here, the concern is 

with the monitoring of systems performance and 

the cause, effect and interrelationship between 
variables in a social system and how these values 
change through time. For examples of this 
perspective, see: Land (1970, 1971), Warren 
(1970a, 1970b), Wilcox and Brooks (1971a), and 
Brooks (1971). 

This fourth perspective, we believe, offers 
the most in terms of advancing the development of 
social indicators. This system, once developed, 
would show interrelationships between variables 
and the assessment of causal factors that are 
necessary in making effective policy decisions. 
It also minimizes the problem of developing indi- 
cators of expressed normative interests of narrow 
segments of society and refocuses our attention 
on the monitoring of actual performance of social 
systems and social groups more objectively. 
Several general systems models exist in the social 
sciences; few of them, however, have been expli- 
cated to a quantifiable level necessary for the 
monitoring of social change. Therefore, we 
believe that the initial step in developing a 

system of social indicators must focus on the 
problem of developing a taxonomy of social 
conditions related to a general model that can 
provide an explication of quantifiable categories. 

TAXONOMIES OF SOCIAL INDICATORS 

In the past 3 years, several social- science 
researchers have addressed themselves to the task 
of explicating a taxonomy of indicators for such 

abstract concepts as "quality of life" and the 
"general good." The attempts were exploratory, 
but optimistic, as they tried to explicate these 
higher -level concepts into lower -level indicators 
that could be eventually quantified. 

Rossi (1971), from a social psychological 
perspective, sought to establish a conceptual 
scheme to review the component parts of the 
community. For Rossi (1970:77), social indicators 
should be based on a model of how social life 
"works "; they should be small in number and 
related to potential social policy. The model of 
"how social life works" will have to be generated 
because past models are not helpful for the 
current social indicator needs. That indicators 
ought to be related to potential social policy is 

a difficult objective to achieve since current 
social policy at the community level is not 

clearly defined. 
Becker and de Brigard (1970) attempted to 

develop a taxonomy of community, based on action 
planning, with a goal orientation. To these 
researchers, "quality of life" represents 
society's overall objective, with the three sub- 
categories of physical, social and economic 
representing basic societal environments. They 
suggest that lower -level elements of quality of 
life are education, housing, health, social 
services, economic development, public safety, 
transportation, culture, interpersonal communi- 

232 

cation, local government and natural resources. 

A third attempt of recent years to develop a 

taxonomy of indicators is presented by the 
Stanford Research Institute (1969), Toward Master 
Social Indicators. Master social indicators may 
be viewed as highly abstract concepts, such as 
abundance, or intermediate abstractions, such as 
wealth, utilized in a heuristic model of major 
societal concern. Their model seeks to demon- 
strate how low -level concepts can be aggregated 
into master social indicators of two main elements, 
one relating to the individual and, the other, to 

the social system. The elements they chose for 
aggregating are the components specified in the 
HEW document of Toward a Social Report. 

Each of these three strategies for develop- 
ing a taxonomy of indicators has started with an 
optimistic attempt to assess overall quality of 
life at some macro level. Although two of the 
studies related their taxonomies to the community, 
selecting quality of life as the general goal is 

viewed as macro and presents problems in expli- 
cation and future analysis. All three strategies 
have indicated the frustations in attempting to 
generate a taxonomy to measure the complexity of 
social life. Yet, all might agree that the 
current level of social indicator sophistication 

is at the threshold of what must ultimately be 
accomplished if useful information is to be pro- 
vided for future decision -making. The proposed 
task is difficult and well recognized as such by 

Hagen (1962:4) who states: As judged by the 
history of the physical, biological, and social 
sciences, study in any field is apt to begin with 
a none- too-ordered description -- followed by a 

cataloging on bases that seem to make sense. As 

understanding grows, the systems of classification 
become more closely related to the functioning of 
interacting elements. Gradually, generalizations 
about functioning are reached which are useful in 

predicting future events. As the generalizations 
gain rigor, they take the form of analytical 

models of the behavior of the elements being 
studied. They take the form, that is, of systems. 

The three studies discussed thus far have 
demonstrated the none -too- ordered description of 
generating taxonomies of social indicators. As 
yet, the current status of social indicators lacks 
this rigor and certainly has not acquired the 
model of the social system described earlier. 
This will take much concerted effort on the part 
of social scientists, and continuing to develop 
taxonomies at perhaps lower levels of abstraction 
and that are more complete seems a logical step 
in this larger task. These are lofty goals, and 
our present abilities to accomplish such tasks 
are somewhat inadequate. Yet, this challenge may 
prove to be one of the major contributions to the 
development of sociology as well as in providing 
societal guidance in the near future. 

BASIC COMMUNITY MODEL 

As previously indicated, trying to adapt 
studies using macro concepts, such as quality of 
life, to communities is highly complex and thus 
far has not proved very successful. Quality of 
life seems to be a relative term and can only be 



understood after a thorough examination of the 
empirical referent in question. If one were to 
delineate the major functions performed in com- 

munities and seek to measure that performance, it 

might be possible tO make some statement about 
that community's level of living or quality of 
life. What we wish to propose is to focus on the 
community as the unit of analysis, rather than the 
state or nation as is commonly selected; also 
rather than focusin on abstract goals such as 

the "general good" or "quality of life," we pro- 
pose that we focus on the basic units and 
processes of the community system as the phe- 
nomena to be explicated and for which social 
indicators will be developed. To date most 
studies of community have emphasized economic 
variables and have rot looked at the total 
community as it relates to the environment. 

The definitioniof social indicator utilized 
in this paper requires such an indicator to be a 
component in a social system, collected over time 
and aggregated or disaggregated according to the 
specifications of the model (Land, 1970). 
Furthermore, these indicators must be readily 
combined measures of indicators from lower levels 
of abstraction thatican-be controlled to "show 
the partial deficit of given subgroups 
attributable to given causes" (Coleman, 1969:96). 
To achieve this task will require a broader model 
than those typically embraced by sociologists and 
indeed, social scientists. Perhaps, the 
theoretical model crlrrently in use in sociology 
that most systematically attempts to relate human 
behavior and social organization to environment 
is the ecological model. 

In contrast to other models of society, 

ecology includes more encompassing variables that 
are judged useful in developing multiple profiles 
of social and physical aspects of the community. 
For this reason, we believe that the contribu- 
tions to the ecological models by Hawley (1950, 
1969), Duncan (1961, 1964, 1969), and Duncan and 
Schnore (1969) might, with some adaptation, help 
us to achieve a general model of the community 
ecosystem for understanding and monitoring system 
performance. If social indicators are to be use- 
ful in monitoring the performance of this eco- 
system, one obviously must specify the basic 
components in such a system. Perhaps one of the 
reasons that presentlsocial indicators have not 
been particularly useful is because there is no 
general model available capable of allowing a 
wider range of explanation from which appropriate 
social indicators can be explicated. A model is 

needed that is capable of showing the processes 
that take place and the implications they may 
have for the conditi ns of man's social life and 

the environment in which he lives. It appears 
that ecological models may come closer to moni- 
toring the community system in this broader sense 
than do present sociddlogical models of society 
that focus primarily the internal social and 
psychological dynamics of social systems. 

COMMUNITY ECOSYSTEM 

The community ecosystem is composed of 
several elements similar to the ecological 
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complex described by Duncan and Schnore (1969). 
The community ecosystem, however, is conceptual- 
ized at a lower level of abstraction than is the 
ecological complex and will demonstrate slight 
modifications. This community ecosystem is more 
than the traditional social -systems approach to 
the study of social phenomena. It is attempting 

to include all meaningful activities at the 
community level that impact individuals in the 

system. The four elements, which we believe can 
serve to describe important aspects of life 
conditions, are environment, population, social 
organization and culture. These are presented in 

Figure 1 and will be briefly defined before a 
partial explication of one of the elements to 
lower level indicators. 

Community 
Ecosystem 

Cultural 
System 

Population 

(:Social (Environment:) 
rganizatio System 

Figure 1. Basic model of the community ecosystem. 

Environment 
The environment, according to Hawley (1950: 

12) "is a generic concept under which are sub- 
sumed all external forces and factors to which an 
organism is actually or potentially responsive." 
Populations have to exist in some form of natural 
environment, cope with this environment, and 
learn to adapt to its ever -changing conditions. 
In general, the environment sets limits to the 
size of population it can sustain. Man, with his 
technology, however, alters it sufficiently to 
allow for population growth. 

Social Organization 
Social organization is the social patterning 

that takes place in the population as individuals 
compete for limited resources to sustain life. 
These activities must be regular and systematic, 
regardless of the'size of the social group. An 
essential component of organization is that 
smaller units come together to form larger units 
or wholes. According to Gould and Kolb (1965: 
661): Social organization is a relatively stable 
set of functioning interrelations among component 
parts (persons or groups) which are not possible, 
by themselves in the components. Social organ- 
izations evolve as structures of such relations in 

such a way as to fulfill functions in a manner 
more efficient and durable than could be achieved 
by unorganized persons. 

Population 
In statistics, a population is defined as an 

aggregate of objects about which information is 



desired, but for which only a sample is selected 

for investigation. For social sciences, popu- 

lation generally refers to the number of inhab- 

itants of a given territoriality and frequently 

is concerned with the characteristics of individ- 
uals. Population will therefore be concerned 
with more than demographic characteristics. Our 

major interest will be with developing multi- 
dimensional profiles of those individuals and 

subgroups within the community and not the 
personality system. This system of social and 

physical characteristics of individuals will be 

explicated, in part, into a taxonomy of lower - 

level indicators. 

Cultural system 

The cultural system consists of patterns of 
behavior transmitted by symbols, the traditional 
ideas and attached values that are considered 

interdependent within the given territoriality 
and systems of knowledge including technology. 
The cultural system is considered to be a very 

important component of the community ecosystem 
and is noted as a component in the model. Tech- 
nology may be considered as one important sub- 
system of the cultural system that must be moni- 
tored because of the impact it will have on 
areas of social life. 

Interrelationship of community ecosystem elements 
These four elements then, make up or compose 

what we have termed the community ecosystem. The 
elements in the community ecosystem interact and 
are interrelated in much the same manner as are 

the elements in the ecological complex. Figure 2 

includes the four elements, with hypothesized 
interrelationships. A basic assumption is that 

the ecosystem's purpose is to benefit the humans 
in that system. 

Cultural 
System 

Social Environmental 
Organization Population System 

Figure 2. Interrelations between the elements of 
the community ecosystem. 

The environment is taken as a given in the 
ecosystem. By itself, unaffected by humans, it 

experiences little change. By placing a popula- 
tion within the environment, however, the eco- 
system begins to experience loss of resources and 
basic alterations as man begins to adapt to his 
surroundings. As man competes for resources, he 
soon learns that, by organization, he can more 
effectively utilize both human and physical 
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resources in a process of adaptation to new situ- 

ations. As social organization takes place, the 
environment becomes increasingly artificial, 
resulting in new social organization. This inter- 
action between social organization, population 
and the environment takes place within the 
cultural system. 

Social organization is also considered to be 
the mobilization of both human and physical 
resources for the delivery of services to the 
population within the community ecosystem. There- 
fore, one major interest might be in the impact 
of these services on that population. Vital 

questions might be: What services are available? 
Who has access to them? How are they being 
utilized? What are the effects of a changing 
environment on the population? To assess these 
questions will require a multidimensional profile 

of the individuals within the system. In other 
words, delineating a taxonomy of these four major 
elements might allow us to begin to make infer- 
ences regarding the various dimensions of quality 

of life and, at the same time, to develop 

measures for those dimensions. 
The discussion of social organization as the 

mobilizing of resources could also be viewed as 

the input to the community, with the impact on 

the individuals within the system as the output. 
In other words, it may be possible to assess the 
net costs and benefits of the services and current 
social conditions to the individuals within the 
system. 

Each of the four elements of the community 
ecosystem in Figure 2 could be explicated to 
lower -level indicators, which would allow the 
assessment of current social conditions within 

the community. In Figure 3, the four elements 
are again presented; however, each is explicated 
initially to one lower level of subindicators. 

Cultural 
System 

Community 
Ecosystem 

CPopu ation) 

System 
ronmenta Soc al 

rganjzatjon 
ins u i 

Figure 3. General taxonomy of the community 
ecosystem. 

Xi= Values, X2= Knowledge', X3= Religion, X4= 

Polity, X5= Family, X6= Economy, X7= Education, 

X8= Institutional and Social Patterns, X9= 



Physical Environmental Characteristics, X10= 

Organic Characteristics, X11= Cultural Esthetics, 

X12= Social, X13= Physical. 

These are only some very general categories 
and are not necessarily comprehensive of all the 
subelements that may need to be included. In 

Figure 3 the cultur system contains the total 
symbolic system, of which two important subsys- 
tems of values, beliefs and ideologies included 

in the X1 category nd knowledge of which tech- 
nology would be an mportant part included in the 
X category. Socia11l organization emphasizes an 
institutional approach to society and contains, 
at a minimum, the s belements polity, family, 
economic, religion and education. The element of 
population is explicated to four subelements of 
institutional and social patterns, physical en- 

vironmental characteristics, organic character- 
istics and cultural esthetics. The environmental 
system is explicated to two subelements of social 
and physical and also is viewed as a major in- 

fluence on other community- ecosystem components. 
A complete explication of the subelements 

included in Figure 3 woúld indeed be a major task. 
This is not the objective of this paper, nor will 
it be claimed that the subelements that are ex- 

plicated will, in fact, be complete. We have, 

however, attempted to continue this basic expli- 
cation and present, in the Appendix, a more ex- 
tensive discussion of one part of the model- -popu- 
lation, along with supporting figures to demon- 
strate possible initial lower -level explications. 

METHODO'.OGICAL NEXT STEPS 

Our objectives in this paper have been to 
suggest a perspective and definition of indica- 
tors, as well as a s rategy for their development. 

The perspective thus far views social indicators 
as components in an cological system, and we 
have dealt primarily with a general discussion of 
the community ecosys em. Before indicators can 
be developed, howeve , considerable investment 
must be made in rese rch to determine how well 

this general model will allow the explication of 
social indicators th t reflect the actual life 
conditions of person living in a community. For 
this to be realized will require considerable 
efforts by all social scientists. To outline a 
more complete strategy of social indicators, it 

is necessary to consider additional steps to be 

utilized in the development of this general model. 
What we are proposing is a 4- to 5-year plan 

of study designed to utilize this taxonomy in the 
process of inductive model building. The first 
year would be primarily devoted to a continuation 
of the explication of the taxonomy. The various 
components of the ecosystem model will be expli- 
cated to a quantifiable level, with the needed 
epistemic links betwelen the various levels of the 
taxonomy. Before this taxonomy can be effective 
in measuring the life conditions of individuals 
in the community or the performance of that com- 
munity, it will be neCessary to obtain a complete 
enumeration of the important properties of that 
system at the empirical level. We do not believe 
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that focusing on current quality of life or social 
problems in the development of social indicators 
can provide the information system needed for 
effective policy decisions because what is impor- 

tant to us today may not be of crucial concern in 

the future. Because these are potentially invis- 
ible problems, we believe the ecosystem approach 
has merit for it allows us to explicate a wider 
range of conditions related to the society, indi- 
vidual, culture and environment than would be 
possible in research efforts focusing on immediate 
normative concerns. We also believe that any 
meaningful measure of life conditions should 
reflect, in part, the perception of people living 
in a community; therefore, part of this first 
year's activity will include a field reconnais- 
sance in which we will engage in extensive inter- 
views with influentials, leaders and members of 
the community to gain an understanding of their 
perceptions of the community. 

The second year of our plan of study will be 
engaged in the refinement of our taxonomy and the 
operationalization and development of measures of 
the low -level concepts. The refinement of the 
taxonomy will be done largely on the basis of our 
field reconnaissance wherein we will attempt to 
include the perception of the members of the 
community that we study. 

To develop measures for our lower -level con- 
cepts, we propose to utilize existing techniques 
as much as possible, to make revisions in these 
measures where necessary and to develop new 
measures where none exist now. By focusing our 
study on existing measurement techniques, we 
believe that, in many instances, there will be 
existing data sources and data -collection pro- 
cedures that can be utilized in this type of 
monitoring system. Our objective will be to sug- 
gest refinement in existing data -collection pro- 
cedures and to suggest new procedures only where 
necessary. 

At the end of the second year and the be- 
ginning of the third year, our plan is to attempt 
a field survey, primarily aimed at testing the 
validity and reliability of our measures, and to 
collect pilot data that can be utilized in the 
initial attempts to build inductively a systems 
model. The remainder of the third year will be 
devoted to a refinement of the taxonomy and 
measurement techniques where necessary and 
beginning the data analysis. 

The data analysis during the third, fourth 
and fifth years will be largely aimed at an 
attempt to develop time series through replication 
studies, to utilize existing statistical tech- 
niques for combining lower -level indicators to 

provide higher -level indicators of greater 
theoretical value, and to develop controlled indi- 
cators wherever possible. And through the use of 
computer simulation we will attempt to establish 
interrelationships between a wide range of 
variables that will allow the development of 
models to assess social change. 

Quite obviously this is an approach that will 
require the expenditure of considerable invest- 
ments of time and energy before an information 
system can be developed that will allow better 
assessment of quality of life and current life 



conditions. We recognize this is a very ambitious 
undertaking, but also believe that, if social in- 
dicators are to be useful for policy decisions, 
we must make this investment and approach the 
task in a scientific manner. 

BIBLIOGRAPHICAL ENTRIES 

Agency for International Development. 1971. 

Summary Economic and Social Indicators 18 Latin 
American Countries: 1960 -1970. Office of 
Development Programs, Bureau for Latin America: 
Agency for International Development. 
Washington, D.C. 

Beal, George M., Ralph M. Brooks, Leslie D. Wilcox 
and Gerald E. Klonglan. 1971a. Social indica- 
tors: Bibliography 1. Department of Sociology 
and Anthropology. Sociology Report No. 92 
(January). Ames, Iowa: Iowa State University. 

Beal, George M., Gerald E. Klonglan, Leslie D. 

Wilcox and Ralph M. Brooks. 1971b. "Social 

indicators and public policy: Toward an alter- 
native approach." A paper presented at the 
Annual Meetings of the American Sociological 
Association (August 30- September 3) Denver, 
Colorado. 

Becker, Harold S. and Raul De Brigard. 1970. 

Considerations on a Framework for Community 
Action Planning. Middletown, Connecticut: 
Institute for the Future, Working Paper WP -9. 

Brooks, Ralph M. 1971. Social Indicators for 
Community Development: Theoretical and Meth- 
odological Considerations. Unpublished Ph.D. 
Dissertation. Iowa State University. 

Coleman, James S. 1969. "The methods of sociol- 
ogy." Pp. 86 -114 in Robert Bierstedt (ed.), A 
Design for Sociology: Scope, Objectives, and 

Methods. Monograph 9, The American Academy of 
Political and Social Sciences (April). 

Drewnowski, Jan. 1966. Social and Economic 
Factors in Development - Introductory Consider- 
ations on Their Meaning, Measurement and Inter- 
dependence. Report No. 3. February. Geneva, 
Switzerland: United Nations Research Institute 
for Social Development. 

Drewnowski, Jan. 1970. Studies in the Measure- 
ment of Levels of Living and Welfare. Report 
No. 70.3. Geneva, Switzerland: United Nations 
Research Institute for Social Development. 

Duncan, Otis Dudley. 1961. "From social system 
to ecosystem." Sociological Inquiry (Spring): 
140 -149. 

Duncan, Otis Dudley. 1964. "Social organization 
and the ecosystem." Pp. 36-82 in Robert E. L. 

Faris (ed.), Handbook of Modern Sociology. 
Chicago: Rand McNally and Company. 

Duncan, Otis Dudley. 1969. "Human ecology and 
population studies." Pp. 678 -716 in Philip M. 
Hauser and Otis Dudley Duncan (eds.), The 
Study of Population: An Inventory and Ap- 
praisal. Chicago: University of Chicago Press. 

Duncan, Otis Dudley and Leo F. Schnore. 1969. 

"Cultural, behavioral, and ecological perspec- 

236 

tives in the study of social organization." Pp. 

70-85 in Walter L. Wallace (ed.), Sociological 

Theory. Chicago: Aldine Publishing Company. 

Gould, Julius and William L. Kolb (eds.) 1965. A 

Dictionary of the Social Sciences. New York: 
The Free Press. 

Hagen, Everett E. 1962. On the Theory of Social 

Change. Homewood, Illinois: The Dorsey Press. 

Harland, Douglas G. 1971. Social Indicators: A 

Framework for Measuring Regional Social Dispari- 

ties. Ottawa, Canada: Department of Regional 
Economic Expansion. (July 1, Second Draft). 

Hawley, Amos H. 1950. Human Ecology. New York: 

The Ronald Press Company. 

Hawley, Amos H. 1969. "Human ecology." Pp. 64- 
70 in Walter L. Wallace (ed.), Sociological 

Theory. Chicago: Aldine Publishing Company. 

Jones, Martin V. and Michael J. Flax. 1970. The 
Quality of Life in Metropolitan Washington 
(D.C.). Washington, D.C.: The Urban Institute. 

Land, Kenneth C. 1970. "Social Indicators." Pp. 

121 -173 in Robert B. Smith (ed.), Social Science 

Methods. New York: The Free Press. 

Land, Kenneth C. 1971. "On the definition of 
social indicators." A paper presented at the 
Annual Meeting of the Population Association of 
America (April) Washington, D.C. 

National Goals Research Staff. 1970. Toward 
Balanced Growth: Quantity with Quality. U.S. 

Government Printing Office (July 4) Washington, 
D.C.: Superintendent of Documents. 

Rossi, Peter H. 1970. Community Social Indi- 

cators. The Johns Hopkins University Center for 
the Study of Social Organization of Schools 
Report No. 85. 

Stanford Research Institute. 1969. Toward Master 
Social Indicators. Menlo Park, California: 
Educational Policy Research Center, Stanford 

Research Institute. 

Tunstall, Daniel B. 1970. "Developing a social 
statistics publication." U.S. Office of Manage- 
ment and Budget. A paper presented at the 
Annual Meetings of the American Statistical 
Association (December 27 -30) Detroit, Michigan. 

United Nations Research Institute for Social De- 

velopment. 1961. International Definition and 

Measurement of Levels of Living, An Interim 

Guide. Sales No. 61.14.7. 

United Nations Research Institute for Social De- 

velopment. 1966a. Social and Economic Factors 

in Development, Report No. 3. 

United Nations Research Institute for Social De- 

velopment. 1966b. The Level of Living Index, 
Report No. 4. 

United Nations Research Institute for Social De- 

velopment. 1966c. Cost -Benefit Analysis of 
Social Projects. Report No. 7. 

United Nations Research Institute for Social De- 

velopment. 1969. Levels of Living and Econom- 
ic Growth: A Comparative Study of Six Countries 



1950-1965. Geneva, Switzerland. 

United Nations Research Institute for Social De- 
velopment. 1970. Contents and Measurement of 
Socio- Economic Development. Report No. 70.10. 
Geneva, Switzerland. 

U.S. Department of Health, Education, and Welfare. 
1969. Toward a Social Report. Washington, 
D.C.: U.S. Government Printing Office. 

Vestermark, S. D. , Jr. 1968. Indicators of 
Social Vulnerability. McLean, Virginia: Human 
Science Research, Inc. 285 pages and summary. 

Warren, Roland. 197Oa. The good community- - 
what would it be ?' Journal of Community Devel- 
opment Society 1 (Spring):14 -24. 

Warren, Roland. 1970b. "Toward a non -utopian 
normative model of the community." American 
Sociological Revi w 35 (April): 219 -228. 

Wilcox, Leslie D. and Ralph M. Brooks. 1971a. 
"Social Indicators: An alternative approach 
for future research." A paper prepared for the 
Rural Sociological Society Annual Meeting. 

Wilcox, Leslie D. and Ralph M. Brooks. 1971b. 

"Toward the development of social indicators 
for policy planning." A paper presented at the 
Ohio Valley Sociological Society. 

Wilcox, Leslie D., Ralph M. Brooks, George M. 
Beal and Gerald E. Klonglan. 1971. "Social 
indicators: Recent trends and selected bibli- 
ography." Sociological Inquiry (In press). 

APPENDIX 

The community ecosystem is made up of 4 
basic elements, populIation, environment, social 
organization and culture. This appendix focuses 
on an initial explication of one of these ele- 
ments of the community ecosystem -- population. 
This procedure is presented to demonstrate how 
the community ecosystem can be used in expli- 
cating lower level s cial indicators for future 
monitoring of social,conditions. 

Population 

The term population, as used in this paper, 
is not concerned with human personality. Further- 
more, population is rot individual data. The 
concern with population for this research strat- 
egy is to develop social indicators to provide a 
quantitative profile of the social and physical 
characteristics of the total population of the 
community derived frdm aggregated individual 
data. These indicators will attempt to measure 
the existing social end physical conditions of 
that population and monitor the changes in these 
conditions through time. The interest in popu- 
lation includes the delivery of services that 
might be derived from other elements in this 
complex as well as the basic population character- 
istics that operate independent of those elements. 
The needed data must Contain the total character- 
istics of the population and how it is altered 
and impacted by other elements in the complex, 
especially the socialiorganizations' ability to 
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deliver services to the individuals. Social indi- 
cators are to monitor existing conditions through 
time as experienced by individuals within the 
territoriality. Satisfaction or statements per- 
taining to the quality of life of the residents in 

a given territoriality are assumed to be derived 
by inferences from the data. 

Population is aggregated individual data and 
is expected to play a vital role in understanding 
how effectively community services are being 
delivered to the individuals in the system. 
Aggregated data allows generalizing to other 
population groups, however, to assess the perform- 
ance of the community will necessitate focusing 
on the question of disaggregation. 

By disaggregating to subgroups in the com- 
munity it would appear that the monitoring and 
awareness of community conditions would be more 
complete. Again seeking to monitor individual 
satisfaction and quality of life entangles one in 
monitoring normative type statements. All that 

indicators can be expected to do is monitor what 
the conditions are. Individual satisfaction and 
statements about the current quality of life must 
come from inferences based on disaggregation. For 
this reason, it is important to consider Coleman's 
category of combined conditions discussed earlier 
in the paper. But, before conditions can be com- 
bined for the purpose of inference, it will be 
necessary to know what the current conditions are. 
Indicators in the population element of the com- 
munity ecosystem are measures of the social and 
physical characteristics that are generalized 
from an aggregate and are therefore aggregated 
data. It is recognized, however, that aggregating 
can tend to blur the impact of the system elements 
in terms of the individuals in the system. To 
overcome this "blurring," social indicators must 
be disaggregated to lower levels. Thus far, in 

the initial stage of this research strategy, it 

would seem imperative that the population within 
the community be disaggregated on the basis of 
age, sex, ethnicity (religion, national origin and 
race), place of residence in terms of geographical 
location, territoriality, and socio- economic 
conditions based on one of the common indexes of 
education, occupation and income. These still are 
basically concerned with aggregates, and it is 

quite possible that the operational measures de- 
veloped for the subindicators in the taxonomy 
would reflect a more extensive disaggregation as 
the attempt is made to monitor change through time. 
It is hoped that this type of effort will allow 
assessment of the costs and benefits accrued to 
the individuals in the community system. An 
assessment of the population component of the 
community ecosystem is necessary and needed in 
order to understand the impact of the other com- 
ponents in the basic system. 

Population system indicators 
To understand what is meant by population, 

Figure 4 is presented with four major indicators 
of the population system. Each of these four 
will in turn be briefly defined to demonstrate how 
they are in fact different. This taxonomy is 

exploratory. To our knowledge such a task has 
never been attempted and although it is not 



complete, never -the -less, it will be illustrative 

of the next steps in this particular effort to 
monitor societal conditions. 

Community 
Ecosystem 

f' Social 

Organization 

(Population 

Organic 
Characteristics 

Social and 

Institutional 
Patterns 

Physical 
Environmental 
Characteristics 

Esthetic 
Cultural 

Figure 4. Initial taxonomy of the population 
component in the community ecosystem. 

Social and institutional patterns 
This indicator is defined as the variable 

patterns of individual involvement in and utili- 
zation of the processes and services of the 
institutional organization and facilities of the 
community. It is therefore concerned with the 
degree to which those services are in fact de- 
livered rather than establishing their existence- - 
the latter would be the task of the social 
organization operationalization. 

Physical environmental characteristics 
This indicator of the population system is 

concerned with the physical and environmental 
conditions in which the population lives and how 
these conditions change through time. These, like 
all other characteristics, will be impacted and 
have costs and benefits accrued to individuals 
through the delivery of services. The interest is 

in the current state of the individual's con- 
ditions resulting from the environment in which 
he lives. 

Organic characteristics 
This indicator is defined as the variable 

patterns of individual processes and services 
utilized to maintain the physical organic con- 
ditions of individuals in the community. Two 

important organic conditions are health and 
nutrition. 

Esthetic /cultural system 

The interest in this system is not in the 
usual scientific sense of culture. Rather, this 
indicator of the population system is concerned 
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with the esthetic cultural conditions of the pop- 

ulation. Of interest in this system might be the 
impact of fine arts, leisure and recreation and 
areas of entertainment on the individuals in the 
community system that contribute to a more com- 
plete understanding of the individual's "well- 
being" in this area. It is therefore defined as 
the variable patterns of individual involvement 
in, and utilization of the cultural and esthetic 
processes of the community. 

The development of a taxonomy of these four 
subindicators of the element population is indeed 
a laborious task. Only the next lower level of 
indicators will be presented for these four sub - 

indicators of population. A complete taxonomy of 
social indicators would require the enumeration, 
not only of these components, but also the 
explication of the elements of social organiza- 
tion, culture and environment. 

Social and Institutional Patterns 

Figure 5 presents the initial explication of 
this subindicator. There are probably other sub - 

indicators of this category that are not included 

in Figure 5; however, these five are, at least in 

part, assumed to be the minimum to be considered 
in further explications. Each of the five can be 
logically explicated into at least four to six 
additional sublevels and probably more before the 
indicators are at a low enough level of 

abstraction to develop measurements. 

Population 

Physical 
Environmental 

Characteristics 

Organic 
Characteristics 

Social and 

Institutional 
Patterns 

Cultural 
Esthetic 

Characteristics 

Family 

(Education 
) ( Economic 

Figure 5. Explicating the element of social and 
institutional patterns. 

One of the basic problems encountered in 
developing a taxonomy is the decision as to which 
subconcept belongs in which category. Ideally, 
one should use as mutually exclusive categories 
as possible, but, it is difficult to attain this 
level of expertise in a discipline that has multi- 



dimensional concepts and extensive mutual causal- 
ity among variables. 

Polity 
Polity is the subindicator of the "social 

and institutional patterns" selected for further 
explication and islbroadly defined as the serv- 

ices one would assume to be delivered by the com- 
munity and what benefits they are for the individ- 
uals. The major interest is in the costs and ben- 
efits to individuals in reference to these serv- 
ices, are they available and do all members of the 
community particip to in them on an equal basis? 

It is possible to demonstrate how this com- 
ponent could be partly explicated to lower level 

indicators. Figured 6 is one possible delineation 
of this indicator. The five subcategories are 
social order, public maintenance, social welfare, 
political participation and political socializa- 
tion. Social order is defined as the maintenance 
of safety or securing the community residents from 
threat of danger, harm or loss. Further explica- 
tion might include Public safety and public 
justice. Public maintenance is defined as those 
activities carried put by the government to main- 
tain or improve the physical well -being of the 
community. Social yvelfare is defined as the 
organized efforts by a community for the social 
betterment or general improvement in the welfare 
of its members. Measures of social welfare should 
reflect the manner in which various subgroups have 
access to and utili the social welfare services. 
Political participation is defined as those volun- 
tary activities by which the members of a society 
share in the selection of officials and, directly 

or indirectly in the formation of public policy. 
The concern might with voting behavior which 
would include who is registered to vote and who 
actually votes. Political socialization is often 
defined as a process whereby individuals incor- 
porate into their on attitudinal structure 
politically relevant behavior patterns of their 
respective social groups and society. A next 
step for the development of a taxonomy of polity 
would suggest developing lower level indicators 
for the five elements in Figure 6. 

(Maintenance) 

Figure 6. Initial taxonomy of polity. 

What may exist in one community may not exist 
in another. There may be deprivation in a com- 
munity because a particular service is not pro- 
vided by the polity and the individuals therefore 
must seek a desired benefit from another community. 
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It is also assumed that some services are deliv- 
ered unequally. Therefore, a major part, not 
only of the polity, but also of the entire expli- 

cation must be considered in terms of inter - 

community and intracommunity comparison of sub - 
aggregates of the population. 

Physical Environmental Characteristics 

This element of the population system has, 
as a basic concern, the present state of the in- 
dividual's well -being in reference to his physical 
environment. Figure 7 is the initial explication 
of this indicator, which is composed of three 
subindicators. The individual is the unit of 
basic concern in this explication. His physical 

environment is, however, enhanced or detracted 
depending on the adequacy of his immediate 
surroundings, the neighborhood in which he lives 
and the community. The subindicator of individual 
is explicated to include the physical (man -made) 
environment and the natural environment. One 
subindicator of the physical environment could be 
housing. Transportation could also be a sub - 
element of this subindicator. For natural 
environment, the concern is with the current 
state of the air, water and land. 

Physical 
Environmental 

Characteristics 

( 
Neighi'orhoo ( C ommun i ty) 

Physical Recreation Zoning 

Man -Made Facilities Laws 

Natural (: Physical Waste 
nvironment Appearance Disposal 

Housing 

Figure 7. Initial taxonomy of the physical 
environmental characteristics. 

In the neighborhood subindicator are included 
recreation facilities and the physical appearance. 
in recreation the concern is with the access to 
and use of facilities such as pools, bike trails, 
parks and school grounds. There are other con- 
cerns in this area; however, it is believed that 
these four give an indication of the type of 
services and resources that were mobilized in the 
social organization system for delivery in this 
system of social and institutional patterns. 

The last of the three subindicators of 
"physical environmental characteristics" is com- 
munity. It could be further explicated to in- 
clude zoning laws and waste disposal which are 
considered important in enhancing the physical 



environment. Important questions might be: Do 

the individuals in the community have access to 
a public dump? Do they have city pickup of 
solids and trash, or must they rely on some other 

means of disposal? What are the zoning laws and 

how can they contribute to enhancing the physical 
environment should provide direction in expli- 
cating the category of "zoning laws" to lower - 
level indicators for the purposes of assessing 

current social conditions in the community. 

Organic Characteristics 

The third indicator of the population system 

is the category of "organic characteristics" of 

the individuals in the community system. Figure 

8 presents this indicator with three possible 
subindicators. Health may be considered a re- 

source to maintain the organic well -being of the 
individual in the community system. Subindi- 

cators of this indicator would be concerned with 

access to medical services, frequency of visits 

to these medical facilities, types of diseases 

cured during past years, type of insurance 

carried by the individuals and assessments of the 

current state of mental health. 

. Organic 
haracteristics 

Health Nutrition 
Community 
Population 
Processes 

Figure 8. Initial taxonomy of the organic 
characteristics. 

Nutrition is considered a resource utili- 
zation, and it is assumed that calorie intake, 
percentage of net income spent for food, 
regularity of meals, and type of diet may be 
possible measures of the nutritional state of 
well -being of community residents. 

The third subindicator is community popu- 
lation processes. In general discussions of 
population characteristics at least five 
different variables are likely to be mentioned. 
These variables, furthermore, are often referred 
to as the major population processes. Figure 9 
presents these five variables with initial taxon- 
omies for fertility, marriage and mortality. The 
other two processes are mobility and migration. 
The partial explication of community population 
processes is presented to demonstrate the types 
of data and statistics that are needed and how 
they are related to higher level indicators in 

the community ecosystem. 
This terminates the partial taxonomy of 

social indicators. At these lower levels are 
where the social indicators become closer to the 
empirical level and more easily lend themselves 
to future quantification. Again, this procedure 
is definitely none too ordered, but does suggest 
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a strategy for delineating components and indi- 

cators of polity in the community system. 
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CLUSTE ANALYSIS: AN APPLICATION TO TYPOLOGY OF URBAN NEIGHBORHOODS 

Herbert Bixhorn, District of Columbia Government 

1. Introduction 

Cluste analysis is the name 
given to a bodylof methods for parti- 
tioning a heterogeneous collection of 
objects into groups or clusters in which 
the objects tend to be similar. In this 
paper a particular type of cluster anal- 
ysis is introduced and applied to the 
problem of classifying geographic sub- 
areas of a city into a meaningful 
typology. The objects to be classified 
here are census tracts of a city, each 
tract having a set of variables associ- 
ated with it. Tracts are considered to 
be similar or to belong to the same 
cluster if their values on these vari- 
ables are similar according to some 
criterion. The description of the cri- 
terion function sed in clustering will 
be more conceptu 1 than rigidly mathe- 
matical. The reader who is acquainted 
with matrix algebra will find a complete 
discussion of the subject in Rubin and 
Friedman [1]. The main purpose of this 
paper is to show some of the advantages 
of one type of cluster analysis over 
methods now in common use. To aid in 
this, both artif cial examples and 
results of analy es performed on tracts 
of Washington, D. C. will be given. 

Before discussing the method of 
clustering used n this paper, we will 
review two commoily used methods of 
classification: summed -ranks and prin- 
cipal components, This will give some 
indication of the problems encountered 
in classification. 

2. Summed -ranks 

The method of summed -ranks will 
be introduced by first discussing the 
method of ranking on one variable. 

EXAMPLE: Suppose we wish to 
partition a set of 12 census tracts on 
the basis of median family income. (See 
Table 2a at end of text.) The tracts 
are ranked from lowest to highest on 
income as shown in Table 2b. If the 
tracts were to be divided into 2 groups, 
all tracts with ranks 1 -6 would be in 
one group and all those with rank 7 -12 
would be in the other. Similarly if 3 
groups were to be formed, the first 
group would contain tracts with ranks 
1 -4; the second group, ranks 5 -8; and 
the third group, ranks 9 -12. 

Let us n w plot the income of 
the 12 tracts and denote the partition 
into 2 and 3 grow s by the parentheses 

241 

around the representing income 
(Figures 2a and 2b). Two difficulties 
become clear here: 

a. There is no indication 
what the optimum number of groups is. 

b. Even if we assume that 
either 2 or 3 isthe correct nunber of 
groups, the groups themselves do not 
appear to be "natural." 

As an example of b., notice that in the 
partition into 2 groups, the tract with 
income of $11,000 appears to be distant 
from others members of its group. This 
difficulty is caused by the distortion 
of distances in the ranking process. A 
grouping that might appeal to our intu- 
ition is given in Figure 2c. (Notice 
that we intuitively pick the "correct" 
number of groups while at the same we 
determine group composition.) This 
grouping seems reasonable because dis- 
tances between groups appear large with 
respect to distances between points in 
the same group. These distinctions 
disappear in ranking. The differences 
in income between tract 7 and 10 is 
$500 while that between tract 10 and 1 
is $5,000. The difference in ranks, 
however, is 1 in each case. (Table 2b). 

The method of summed -ranks is 
a simple extention of the method of 
ranking on one variable. Let p vari- 
ables be measured on each census tract. 
The tracts are ranked on each variable 
separately, the p ranks are summed for 
each tract, and this sum is finally 
ranked. 

EXAMPLE: Let each of 8 tracts 
have a median family income and median 
education of household head associated 
with it (Table 2c). Each tract can be 
plotted as a point in 2- dimensional 
space as shown in Figure 2d. Tracts 3 

and 7 exhibit quite different behavior 
and are therefore distant from each 
other on the graph. A glance at Table 
2c, however, reveals that they have the 
same rank. The difficulty here is that 
a 2- dimensional problem is being forced 
into 1 dimension. Although it was 
reasonable to order the tracts on each 
variable separately, there was no justi- 
fication for ordering the tracts on 
both variables simultaneously. Only in 
the case where two variables are highly 
correlated is it valid to represent 
their ordering by the summed -rank. 

The difficulties shown in this 
example occur in higher dimensions and 



are compounded with the problem of dis- 
tortion of distances, illustrated above 
in 1- dimension. 

A reverse type of problem can 
also occur. Assume three variables are 
measured on each tract and that two are 
highly correlated. These two variables 
may be different names for the same 
phenomenon and yet they are treated as 
being independent. They are therefore 
given more weight than they are due in 
the method of summed- ranks. 

3. Principal Components 

The method of principal com- 
ponents often allows us to replace an 
initial set of variables with one 
index number. The method is demonstra- 
ted graphically for the 2- dimensional 
case. Let two variables xl, x2 be 
measured on each tract and plotted as 
in Figure 3a. An axis is drawn through 
the origin such that the sum of squares 
of the perpendicular distances of the 
points to the axis is minimized. This 
axis is called the principal component. 
The tract is now represented by one 
number: the distance from the origin 
of its projection on the principal 
component axis. This number takes the 
form y = c1x1 + c2x2, where the c's are 
known constants. 

Representing each tract by its 
principal component value is justified 
only if the dispersion of points is 
primarily along the direction of the 
principal component axis. If this is 
the case, the tracts can be ranked and 
grouped on the basis of this value. 
This procedure gives rise to many of the 
same problems encountered in summed- ranks: 

a. One index number can use- 
fully replace the original variables only 
if the variation is primarily in the 
direction of the principal component 
axis. For this to happen the variables 
must be highly correlated. 

b. If the principal component 
values are ranked to form groups, the 
problem of distortion of distance and 
the number of groups to consider again 
arises. 

4. Cluster Analysis 

The particular clustering 
technique applied here explores the 
structure of multivariate data in search 
of "clusters" by means of a certain cri- 
terion function. Each object has p 
variables associated with it and there- 
fore can be represented by a point in 
p- dimensional space. The criterion 
function measures the ratio of the total 
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dispersion of all points to the pooled 
dispersion of points within clusters. 
The goal is to find a grouping or cluster 
ing of points which maximizes the crite- 
rion function. 

One- dimensional case 

Consider the configuration of 
points xl, x2, - --,x6 with the two possi- 
groupings shown in Figures 4a and 4b. 
The groups (or clusters) in 4a appear 

more compact, i.e. the dispersion or 
scatter of points within each group ap- 
pears small with respect to the total 
scatter of all points. 

Total scatter T is expressed 
mathematically as follows: 

6 6 

T = L (xi where 1/6 xi 
=1 i=1 

The pooled- within groups 
scatter W is given by 

= W1 + W2 

For Figure 4a, 
4 4 

W1 = (xi -54)2 where = 1/4 xi 
i =1 i =1 

6 6 

W2 = (xi-x2)2 where x2 = 1/2 xi 
i=5 

For Figure 4b, 
3 3 

W1 = (xi -71)2 where x1 1/3 xi 
i =1 i =1 

6 6 

W2 = (xi -x2)2 where i2 = 1/3 Z., xi 
i =4 i =4 

The criterion function is 
defined as the ratio T /W. Notice that 
T is constant under both groupings. 
Therefore maximizing T/W is equivalent 
to minimizing W. If the grouping in 4a 

is actually better than that in 4b then 
its value for W should be smaller. To 

find the optimum grouping into two clus- 
ters, all possible assignments of the 
points into two groups should be at- 
tempted until T/W is maximized. 

In general the criterion 
function for the 1- dimensional case is 

defined as follows. Let x be a variable 
measured over each of n objects (here 

tracts). 

Suppose the tracts are parti- 

tioned into g groups with the first group 

containing nl tracts with respective 
values x11, x12, - xlnl 



the second group containing n2 
tracts with respective values 

x21, )22, 

the g -th group containing n tracts with 
respective values 

xgl, xgn 
g 

Then total scatter is given by 

g ni 
(1) T= (xij -TT) 2 n 

j =1 

is the variance of the entire collection 
of points; 

g 
xij 

=1 j =1 

Pooled -within group scatter, 

= + w2 + - + Wg where 

(2) Wi = (xij ni 
j=1 

is the variance of points in the i -th 
group; 

ni 
= 

Criterion function = T /W. All 
possible assignments of n points into 
g groups are attempted. The grouping 
which maximizes T/W is considered 
optimum. 

Two -dimensional case 

Let two variables x, y be 
measured over each tract and the tracts 
be partitioned into g groups as in the 
preceding paragraph. (The notation for 
the subscripts of the y's will be the 
same as that for ¡the x's.) Then total 
scatter is given by the 2x2 determinant 
ITI 

where T 
n[cov(x,y)]T 

n[cov(xhy)]T n(y) 

g ni n[cov(x,Y3= 
(xij -ST) 

(yij -YT) 

and is given by equation (1). 

The expression for n( is completely 
analogous. 

I 

Pooled- within group scatter is 
given by IWI where 

W W1 + W2 + Wg 
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ni( Ox)? ni[cov(x,Y)]i 

where Wi = 

ni [cov (x,Y) ] i n±(0) 

ni( is given by equation (2), 

ni( is calculated in the same way, 

and 

ni[cov(x,Y)]i = 
j =1 

The criterion function is Ill/ IWI. 

It should be noted that the 
total scatter determinant 

= n2 - [cov(X,Y)]T} 

may be thought of as n2[(length of scat- 
ter) x (width of scatter) - (overlap due 
to correlation)], i.e. the total area of 
scatter. Similarly IWI can be consid- 
ered the pooled -within group area of 
scatter. As in the 1- dimensional case, 
all possible assignments of the n points 
into g groups are attempted. The group- 
ing which maximizes ITI/ IWI is consid- 
ered the optimum. 

The concepts presented above 
can be extended to any dimension p. In 
multivariate statistical theory, pxp 
determinants such as ITI and IWI (exclu- 
ding the factor of n2) are known as 
generalized variances and are often in- 
terpreted as representing volumes of 
dispersion. 

EXAMPLE: Calculation of cri- 
terion function for 2- dimensional case. 
Consider the partitioning into two groups 
of the following points: 
(0,6), (2,12), (10,2), (12,4), (12 -2), 
(14,4). 

The criterion function will be 
calculated for two possible clusterings 
into two groups (see Figure 4c). 

Clustering A: First group con- 
tains (0,6), (2,12). 

=1,ÿl 

2( = (0 -1)2 + (2 -1)2 2; 

= (6 -9)2 + (12 -9)2 = 18 

2[cov(x,y)]1 

(0- 1)(6 -9) + (2- 1)(12 -9) = 3 +3 = 6 



Second group contains (10,2), 
(12,4), (12 -2), (14,4). 

r2 = 12, Y2 2 

It is clear from the definition 

4(6 = 8; 4( = 24; 
of the criterion function that the diffi- 
culties observed in the methods of 

cov x, 
summed -ranks and principal components 

4 
[ ( y)]2 4 have been eliminated. Distance is pre - 

8 4 served by use of variances to measure 
W2 = dispersion, correlation between variables 

4 24 is accounted for by the covariance term in 
the scatter matrices, and the use of gen- 

10 10 eralized areas or volumes rids us of the 
W = W1 + W2 = notion of strict ordering of objects. 
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Clustering A: ITI / = 30.63 
Clustering B: / = 1.71 

It was obvious from Figure 4a 
that A is a much better clustering than 
B. This has now been verified by the 
larger value of A's criterion function. 

W = (10)(42) -102 420 -100 = 320 

Clustering B: First group 
contains (0,6), (2,12) (10,2), (12,4) 

6, Y1 = 6 

4( = 104; 4( = 56; 

4[cov(x,y)]1 = -52 

W1 = 

104 -52 

-52 56 

Second group contains (12, -2), 
(14,4). 

72 13, 72 1 

2( = 2; 

2( )2 = 18, 2[cov(x,y)]2 = 6 

2 6 

W2 
6 18 

W=W1 +W2 

= (106)(74)-(46)2 5728 

For both clusterings: 

8.33 4.33 

6( = 171.33; 107.33; 

6[cov(x,y)]T -92.67 

106 -46 

46 74 

ITI = 
171.33 -92.67 

-92.67 107.33 
= 91801.12 
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The question of how many groups 
to take remains. Regardless of the num- 
ber of groups taken, the total scatter 
remains the same. The pooled- within 
group scatter for the optimum grouping 
decreases, however, as the number of 
groups is increased. This, of course, 
causes an increase in ITI Experi- 
ence indicates that log ITI /IWI tends to 
reach a plateau at a certain point, and 
an increase in the number of groups gives 
diminishing returns. The point at which 
the plateau begins is taken as the opti- 
mum number of groups. 

5. A Clustering Computer Program 

An IBM computer program employ- 
ing the methods of section 4 has been 
written in G or H level FORTRAN and in 
360 assembler language. (See Rubin and 
Friedman [2]. Some of the material in 
this reference is identical to that in [1]. 
The remaining material concerns other 
methods of clustering and instructions 
for utilizing the programs.) In addition 
to performing the computations directly 
related to the determination of clusters, 
the program produces auxiliary output 
which is necessary for a complete under- 
standing of the clustering process. Two 
examples of this are the plot of tracts 
in eigenvector space and the calculation 
of discriminant weights. 

In any classification problem 
it is not unusual to have objects which 
do not clearly belong to any group. In 
analysis of the census tracts of Washing- 
ton, D. C., there were often tracts with 
values of certain variables which placed 
them far from the mean of any group. A 
plot of the tracts in a certain eigen- 
vector space (see [1]) enables us to 
identify such outliers. 

The discriminant weights indi- 
cate which variables play the greatest 



role in distinguishing one cluster from 
another. A complete discussion of dis- 
criminant analysis can be found in 
Anderson [3] and, Morrison [4]. 

Examples of eigenvector plots 
and discriminant weights are given in 
the next section. 

6. Clustering Census Tracts of 
Washington, p. C. 

Cluster analysis was applied 
separately to three different sets of 
variables measured on each census tract 
of Washington, D. C. The tracts compos- 
ing each cluster were listed in the out- 
put of the program mentioned in Section 
5. The mean value of every variable 
over each cluster was also computed. 
It is this set of mean values which 
characterizes the cluster. 

Data for two of the sets of 
variables, "conditions surrounding 
birth" (1969) and welfare (1967), came 
from agencies in the District of Colum- 
bia government. The tracts in this 
case were based On 1960 census tract 
boundaries and were 122 in number. 

The third set of variables was 
meant to serve a a general socio- 
economic indicator. The data and tract 
boundaries were taken from the 1970 Cen- 
sus. The 1970 tracts were 147 in number. 

Table 6a gives the mean values 
of the clusters formed on the basis of 
five "conditions surrounding birth" 
variables for the year 1969. There is a 
clear ordering from BEST to WORST groups 
simultaneously on all variables. It is 
worth noting the unequal number of 
tracts in each group. This would not 
have occurred in the method of summed - 
ranks. 

In practice the rule for 
determining the optimum number of groups 
is often quite vague. Exactly where the 
point of diminishing returns occurs in 
the criterion function is not always 
obvious. For this case, however, the 
choice seemed clelar. Table 6b indicates 
that it is reasonable to take three 
groups. 

The discriminant weights in 
Table 6c show that the percent of moth- 
ers under 20 years of age had a primary 
role although prenatal care was also 
important in distinguishing between BEST 
and MEDIUM groups. Age of mothers was 
again dominant, although to a less ex- 
tent, and both prenatal care and ille- 
gitimacy had secondary roles in distin- 
guishing MEDIUM from WORST groups. 
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The next set of variables con- 
sidered was the caseload, expressed as a 

percent of the population at risk, in 
each of four welfare categories (Table 
6d). Here there is a high degree of 
skewness with the great majority of 
tracts belonging to the BEST group. Al- 
though the group in the second column is 
labelled MEDIUM, it is the worst in 
AFDC. This is a clear case where the 
tracts cannot be ordered on all variables 
simultaneously. Table 6e demonstrates 
the difficulty in choosing the optimum 
number of groups. Either 3 or 4 seemed 
appropriate. 

Figure 6a is a plot of the 
tracts in eigenvector space as explained 
in [1]. The tracts in the BEST group are 
plotted as B's, etc. The BEST group ap- 
pears more compact than the other groups. 
By means of other output from the compu- 
ter program, it is possible to identify 
the outlying tract represented by the 
encircled "M" in the MEDIUM group and to 
determine which variables caused it to be 
so distant from its group mean. 

The clusters formed in an anal- 
ysis of four variables chosen as a gen- 
eral socio- economic indicator illustrate 
an interesting phenomenon (Table 6f). 
Although there is generally clear order- 
ing of all variables from BEST to WORST, 
the distinction sometimes disappears, as 
in comparing the matriarchy and over- 
crowding indices between the POOR and 
WORST groups. The incomplete plumbing 
index seems to be the dominant variable 
in distinguishing between these groups. 
The discriminant weights in Table 6g 
verify this. 

7. Additional Remarks 

The method of clustering dis- 
cussed in this paper is one of several 
which may be appropriate for classifying 
census tracts of a city. [2], for 
example, presents other methods and also 
considers various options to be used with 
the method applied here. In future stu- 
dies, we plan to use a hybrid clustering 
model which will employ judgments from 
subject matter experts as well as math- 
ematical techniques. One significant 
result of this will be the subjective 
weighting of variables before they are 
entered into the clustering process. 
At present all variables are assumed to 
be of equal importance. 
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Table 6-a 

CONDITIONS SURROUNDING BIRTH - 1969 

I 



CONDITIONS SURROUNDING BIRTH 

Table 6 -b 

Maximum Value of Criterion Function 
by Number of Groups 

NUMBER 
OF 

GROUPS 
CRITERION 
FUNCTION INCREMENT 

2 1.25 

1.21 

3 2.46 

.73 

4 3.19 

5 3.64 

.43 

6 

Table 6 -d 

WELFARE - 1967 

PUBLIC ASSISTANCE CATEGORIES 

GROUP MEANS IN PERCENT 

BEST MEDIUM WORST 

Old Age Assistance 2.7 7.7 9.0 

Aid to Families with Dependent Children 3.4 23.2 12.0 

Aid to Permanently and Totally Disabled .6 1.5 3.1 

General Public Assistance .2 .3 .6 

Number of Tracts 94 10 18 
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Table 6 -c 

Discriminant Weights Between Groups 

VARIABLES 
r 

DISCRIMINANT WEIGHTS 

Best- 
Medium 

Medium - 
Worst 

Mothers Under Age 20 .78 .51 

No or Inadequate 
Prenatal Care .45 .29 

Birth Weight 
Under 5 -1/2 Lbs. -.19 -.08 

Illegitimate Births -.002 .27 

Infant Mortality -.04 -408 

Table 6-e 

WELFARE - 1967 

MAXIMUM VALUE OF CRITERION FUNCTION 
BY NUMBER OF GROUPS 

Number of Groups Criterion Function Increment 

2 1.22 
.86 

.86 

1 

.76 

3 2.08 

4 2.94 

5 

6 



Figure 6-a 

PLOT OF, CENSUS TRACTS IN EIGENVECTOR 

SPACE OF WELFARE VARIABLES 

First 

Table 6 -f 

SOCIO VARIABLES 

GROUP DANS - 1970 

MEDIUM WORST 

Median Family Income $17,000 =8,600 16,700 

Matriarchy Index 15.9% 26.4% 38.4% 39.1% 

Overcrowding Index 1.9% 8.8% 22.4% 21.4% 

Incomplete Plumbing .8% 2.2% 2.1% 16.8% 

Number of Tracta 22 62 58 5 

This is not yet available from the 1970 Census. The values were estimated 
for each tract from a regression model developed by Westat Research, Inc., 
Rockville, Maryland. 

Table 

VARIABLES 

VARIABLES 
WEIGHTS 

POOR - WORST 

Median Family Income - .03 

Matriarchy Index - .21 

Overcrowding Index .05 

Incomplete Plumbing Index 1.10 
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DISCUSSION 
Theodore Suranyi- Unger, Jr., The George Washington University 

The quest for improved and more scholarly 
methods of studying, describing, and analyzing 
the quality of life has, for a long time en- 
gaged the energy of social scientists. Intui- 
tively, we all have similar thoughts in everyday 
conversations on the quality of life, and we 
meet with fair success in conveying the idea, 
when we say that certain people or peoples live 
"better" or "worse" than others. But, as 

Brooks and Wilcox have driven it home this 
morning, the accurate description and comparative 
analysis of the quality of life with the sophis- 
tication and scholarly rigor befitting a social 
scientist, presents a formidable, and as yet 
unsurmounted problem. 

To paraphrase Brooks and Wilcox, each 
student of the quality of life has his own per- 
spectives and orientation and each tends to 
visualize a unique role for indicators used in 
the description of the quality of life and their 
relevance to social planning, social development 
or in the social sciences. 

Some two hundred years ago, Jeremy Bentham 
introduced utilitarianism into the body of social 
thought of his day. This concept was rapidly 
picked up by the then budding discipline of 
economics, and to this day, appropriately or in- 
appropriately, economists employ a calculus of 
utility vs. disutility as a gauge of the quality 
of life. With this, I am afraid that I have re- 

vealed myself as an economist, but I hope that 
the rest of my discussion will not be too slanted 
in favor of my discipline. 

For reasons that are well known to many in 
this group, utility vs. disutility is no answer 
to the types of questions raised by Brooks and 
Wilcox. Yet, these are the questions that society 

is also raising today not only because it is 
the current fad, but also because social 

scientists and students of society in the past, 

have not been successful in devising relevant 
methods of analysis. Hence, the present quest 
for social indicators. 

Social indicators address, or perhaps I 

should say will, at some future date, address 
what Brooks and Wilcox call "transeconomic" 
issues. I would like to argue with that desig- 
nation a little bit, because in my view those 
issues are every bit as "economic" as issues 

surrounding say, productivity or employment. 
After all, if we define economic topics as those 
having to do with the allocation of scarce re- 
sources among competing ends, very few topics 
in the social sciences would be left out of that 
designation. The relevant point here is that 
traditional economic theory for the largest part 
is not well suited for the study of the economic 
issues that Brooks and Wilcox prefer to lable 
"transeconomic." But if and when viable social 
indicators as discussed by Brooks and Wilcox 
are developed, they will also serve as novel and 
highly useful economic indicators. I will come 
back to this shortly; right now, let me point out 

what I found particularly significant in the 
papers of Brooks and Wilcox and of Bixhorn, in 

the present context. 
Throughout their paper, Brooks and Wilcox 

show an awareness of the importance of reality, 
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i.e., of a de facto set of norms, customs and 

practices of a community, in the construction of 

social indicators. This is brought out in the 
discussion of the systems model, and it is 
brought out in such phrases as, "... any meaning- 
ful measure of life conditions should reflect, in 
part, the preconception of people living in a 
community." I take this to mean that any achieve- 
ments and accomplishments should be evaluated in 
reference to a going set of quests. These quests 
are defined in terms of de facto reality rather 
than on the basis of a preconceived set of norma- 
tive conditions. What we are saying here is that 
it makes little sense to judge the performance of 
one community in terms of the value and goal 

structure of another community. If this is what 
Brooks and Wilcox had in mind, I couldn't agree 
more. If not, perhaps they will consider the 
point in their future work. 

Without the presence of a relevant and 
realistic set of standards, the level of perfor- 
mance, although accurately observed and described, 
holds limited meaning. This is my chief concern 
about the otherwise fine work being done at the 

UN in Geneva, as quoted by Brooks and Wilcox. 
What social or economic significance can be at- 
tached to the level of newspaper distribution or 
caloric intake or nutritional balance, if the 
members of a given community or society don't 
care to read newspapers, don't wish to maximize 
(or minimize) caloric intake, and patently ig- 
nore norms of nutritional balance? I admit, I 

have not seen the latest work done at the UN, but 
a couple of years ago, my observations held true. 

There is a small world of economists in 
which I claim membership, and in which primary 
interest is focused on the quality of life in 
reference to living standards and living levels. 
In that small world, there has been a long- 
standing debate concerning the proper meaning and 
definition of living standards vs. living levels. 
The substance of the debate is immaterial right 
now; suffice it to say that standards are usually 
thought of as something aspired, levels are some- 
thing achieved. 

This distinction sounds reasonable, but the 
measurement -oriented social analyst soon dis- 
covers that the distinction is largely anecdotal 
and will not readily lend itself to rigorous 
analytical treatment, either in inductive or 
deductive terms. My present research in the 
field is designed to sharpen the analytical rigor 
and widen the empirical content of the concepts 
of living standards and living levels. This, 
too, is social indicators research. 

In case I have created the impression that 
this is a brand new approach to social indicators 
research, let me hasten to point out that there 
exists a wealth of analytical and empirical 
material in the field, much of it contributed by 
our chairman, Helen Lamale and by the Bureau of 
Labor Statistics. My own concept of living 
standards vs. living levels differs somewhat from 
that of Lamale and the BLS, inasmuch as I con- 
ceive of standards in terms of the de facto with- 
in a group --this can be an income group or a 
community- -and of levels as the attainment of 



individual consuming and home producing units 
in reaching those standards. 

The standards, of course, can pertain to any 
type of undertaking that may be of interest to 
the sociologist, economist, political scientist, 
and of course, the statistician. The levels are 
measured strictly in relation to the given stan- 
dard. 

The pertinence pf the living standards and 
living levels concept to the work of Brooks and 
Wilcox should be obvious, although I will re- 
turn to it in a moment. Right now, I would like 
to observe that the method of cluster analysis, 
as proposed by Bixhorn, if I understand it cor- 
rectly, appears to be an eminently well suited 
tool in the identification of living standard 
classes as well as in the study of living levels 
within a standard class. And if the levels of 
living within a standard class show sufficient 
clustering in certain patterns of consumption, 
home production, or other forms of social be- 
havior, this may well warrant a reconsideration 
and redefinition of the living standard class 
using, of course, cluster analysis. As society 
changes, so does the structure and composition 
of living standard classes; hence the need for 
continuing surveillance and redefinition. 

In conclusion and summary, the present day 
search for social indicators is hamstrung by the 
insistence on generally applicable and objective 
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standards of evaluation. This approach is re- 
plete with arbitrary value judgments and con- 
stantly seeks to apply the standards of one 
society in evaluating the performance of another. 
Some of these generally applied standards or 
norms lay a claim to scientific objectivity; this 
may be justified but of what real interest is 
that to the social scientist studying the quali- 
ty of life? I am most pleased to see that 
Brooks and Wilcox do not subscribe to this ap- 
proach, although, from time to time, they do 

appear to throw wistful glances in the direction 
of universally applicable social indicators. I 

do not mean to be totally cynical on this topic. 

Objective norms have their proper place, but 
before attempting to develop universally ap- 
plicable, scientific, and objective social indi- 

cators, I believe we would do well in paying a 
great deal more attention to relevant standards 
observed by a community and the relevant levels 

of attainment. 
This is an inductive approach, and as such, 

it is in absolute need of workable statistical 
tools, such as the Bixhorn -type cluster analysis. 
And even if this method of approaching the 
problem of social indicators does not offer 
instant normative appraisal of the quality of 
life, it will give us a useful illustration of 
the goal structure and attainment structure of 
a given standard group or community. 



DISCUSSION 
Ethel E. Vatter, Cornell University 

There are two possible ways of reviewing a 
paper such as the one presented by Dr. Brooks. 
One would be to give it empathetic review from 
the viewpoint of its own methodology; the other 

would be to critically evaluate it from the view- 
point of methodology in economics. The latter 
may seem unfair, but I gather not any more so 
than if the evaluation were done by someone in 
cultural or behavioral sociology, as distinguished 
from ecological sociology.' 

First, one cannot help but express admira- 
tion for a project that will (and I quote): 

"...develop a taxonomy of social con- 
ditions related to a general model that 
can provide an explication of quanti- 
fiable categories... 

...collect pilot data that can be 
utilized in initial attempts to build 
inductively a systems model... 

...develop time series through repli- 
cation studies... 

...establish interrelationships 
between a wide range of variables 
that will allow the development of models 
to assess social change (my italics)." 

Such development of a universal system of 
social accounting is far more ambitious in scope 
than was our national income and product accounts. 
The latter are related to a half -dozen theoreti- 
cal constructs developed by Keynes and his 
followers in the 1930's and 1940's: e.g.-- aggre- 
gate demand and supply functions; propensities 
to consume and invest; multipliers and accelera- 
tors. The micro and macro sides of economic 
theory were never well integrated, but the re- 
search and policies that emerged from the Key- 
nesian approach were enough to keep economists 
going; that is, until now. 

Today economists' interest in the quality 
of life (and in social indicators) are related 
to problems of environmental pollution, discrim- 
ination (in access to housing, health, education, 
and employment) poverty, crime, etc. Economists, 
somewhat belatedly, admit the inadequacies of 
theory that excludes social costs from private 
pricing, and are working to extend existing 
theory to incorporate these costs. They are 
also concerned with production functions for 
various categories of public expenditures 
related to the problems mentioned above. And 
they are beginning to find a systems approach 
helpful, perhaps I should say, necessary in 
evaluating the side effects (i.e., feedback) 
from specified private and public behaviors. 

What concerns me is the nature of the 
grand theorizing that implicitly directs the 
model explicated on page 16. Here the community 
ecosystem is classified first into (1) Cultural 
System, (2) Social Organization, (3) Population, 
and (4) Environment, and then sub -classified into 
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thirteen sub -categories: values and knowledge 
under (1); religion, polity, family, economy, and 
education under (2); institutional and social 
patterns, physical environmental characteristics, 
organic characteristics and cultural esthetics 
under (3); and finally, social and physical under 

(4). Are these sub -categories of equal levels 
of abstraction? Do they not themselves require 
structure as a director to data gathering? 

I believe this confusion is reflected in 
the title of the paper: Toward the Measurement 
of Social Indicators... Am I wrong in thinking 
that Social Indicators are themselves "Measures ", 

and that the authors are proposing the creation 
of a system of community social indicators, i.e. 
measures, that can be aggregated and disaggregated 
(as can the national income and product accounts) 
as required, and used to understand, monitor and 
hopefully, predict social change under alternative 
actions? I like the ecological framework but 
need assurance that meaningful generalizations 
can be made from the Iowa setting to more indus- 
trialized areas of the U.S. I know that rural - 
urban populations are increasingly similar in 
their life styles, but would community organiza- 
tion and decision - making in Des Moines be similar 
to that in other major metropolitan areas? Is a 

small town in Iowa like a small town in New York 
State? What does existing sociological knowledge 
tell us about the rural -urban continuum? Also, 
where is there provision for system linkage? 

Then there is the assumption on page 12 
that the ecosystem's purpose is "to benefit bimans." 
Unfortunately, humans, like communities, are not 
homogeneous. They cannot all be benefited by the 
same social policy. There will be resistance to 
change. When I lived in Iowa, there were serious 
discussions between economists and sociologists 
as to whether or not certain communities- -those 
not especially amenable to economic development 
efforts -- should be allowed to "wither on the vine ". 
In Philadelphia, where I spent my sabbatical leave, 
there was resistance to low -cost housing because 
it meant racial integration, resistance to urban 
development because it meant displacing persons 
from their accustomed homes, and everybody was 
against raising taxes for anything. When one 
group wins at the polls or through court decisions 
or by picketing, it is frequently at the expense 
of other groups. Conflict, not consensus, is the 
"name of the game ". 

I like the discussion on pages 12 to 14 on 
the "interrelationships of community ecosystem 
elements ", but am puzzled by the statement that 
"social organization is also considered to be 

the mobilization of both human and physical re- 
sources for the delivery of services to the popu- 
lation within the community ecosystem." It is 

true that "no man is an island unto himself ", but 
also that under our system, man sells his services 
(is this mobilization ?) --in a private or public 
market --in exchange for money that in turn is used 
to buy the goods and services of others. True, 
more and more services are being provided through 
the public market via taxation, but the exchange 



mechanism still remains and affects other elements 
in the subsystem, Social Organization, as family 
Polity, and religion. Again, not everything is 
equal, but one must make some tentative decisions 
regarding the relative importance of dependent 
and independent variables that recognizes the 
conflict involved in these changing forms of 
exchange. 

Finally, I muát reveal my own bias. Although 
I think that research based on the ecological 
approach may contribute more to the understanding 
of pressing human problems than research based 
on culture or individual behavior, I personally 
am skeptical that general knowledge of interrela- 
tionships between a wide range of variables will 
result in the development of models useful for 
assessing social change. In the first place, 
I assume sociologists already know a lot about 
these interrelations, but like economists not 
enough about discontinuity and novelty. These 
are not easily recognized nor uniformly inter- 
preted, even in a systems approach. My own 
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inclination would be to settle for a more modest 
focus- -say on the planning and evaluation of 
social programs, since that is where the action 
is these days. For this we need models that are 
dynamic in character and that trace out the con- 
sequence of major new government programs or 
investments over time, and in considerable social, 
economic, and geographic detail. To my way of 
thinking, social indicators would thus emerge from 
social programs and avoid the limitations that 
exist in traditional theorizing in both sociology 
and economics. New theory would evolve from the 
new social actions that the indicators are sup- 
posed to evaluate, and not the other way around, 
as this proposal suggests. 

1'See "Cultural, Behavioral, and Ecological 
Perspectives in the Study of Social Organization ", 
by Otis Dudley Duncan and Leo F. Schmore, Ameri- 
can Journal of Sociology, Vol. LXV, Sept. 1959, 

pp. 132 -146. 



PUBLIC SECTOR INFLUENCE ON INTERSTATE MIGRATION OF THE ELDERLY* 

Steve L. Barsby and Dennis R. Cox, 
University of Arizona 

In his well-known 1956 article, Charles 
Tiebout argued that geographic nobility could 
serve as a substitute for a market for public 

Families would move to those locali- 
ties which provided the most desirable mix of 
public goods and modes of finance. Communities, 
in order to reach their optimum sizes, would 
attempt to structure their public sectors in 
such a way that the optimum number of residents 
would be attracted. These two forces -- family 
mobility and community competition for resi- 
dents -- are analogous to normal market forces -- 
purchaser mobility among sellers and seller com- 
petition for buyers. Under certain mobility 
and information conditions, this "market" pro- 
cess would result in the optimum production of 
public goods and the optimum distribution of 
these goods among citizens. This argument does 
not apply of course' to "national public goods," 
such as national defense. It could apply, how- 
ever, to local public goods, such as police 
protection, fire protection, local court systems, 
education, medical facilities, and possibly 
others. Perhaps the most important implication 
of the Tiebout model is the suggestion that 
local decision making about the mix of public 
services and modes of finance need not be 
"responsive" to the wishes of the local citizenry 
to assure optimal production and distribution 
of local public goods. Instead the citizens, 
by their responses to local public sector varia- 
tions, achieve these optimal results. Democra- 
tic and undemocratic decision malting procedures 
will be equally effective, provided families are 
sufficiently mobile and communities are suffi- 
ciently numerous. 

In view of the importance of this implica- 
tion, it is surprising that the fundamental 
premises of this theory have not received more 
attention -- especially empirical attention. 
Tiebout's first and perhaps most crucial assump- 
tion is that families are mobile and responsive 
to variations in local public sectors. Tiebout 
urged that this assumption ". . should be 
checked against reality [l,p.423]." We are not 
aware of any efforts to perform this check ex- 
plicitly.l In this paper we present the results 
of a simple test of the mobility assumption -- 
results which offer little in support of it. 

This paper is extracted from a larger study 
of interstate mobility of elderly persons (aged 
65 and older). The elderly comprise a particu- 
larly appropriate group for this test for at 
least two reasons. First, it is plausible that 

*This investigation was supported in part by 
grant number 10- P- 56029/9 -01 from the Social and 
Rehabilitation Service and Social Security 
Administration, U.S. Department of Health, Edu- 
cation and Welfare, Washington, D.C. 

The authors also acknowledge the use of the 
facilities of the University of Arizona Computer 
Center. 
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the public sector preferences of elderly persons 
are more homogeneous within the group than are 
the preferences of the population as a whole, 
so that by separating this group out we may more 
clearly discern the relationship between public 
sector variation and migration. For example, the 
elderly might be expected to be less concerned 
with expenditures on health care facilities than 
the general population; or, since many older per- 
sons have little current income (financing con - 
sumption out of wealth) they might be expected to 
be less repulsed by income taxes than by property 
taxes, relative to the general population. 

The second reason that this group is parti- 
cularly appropriate is that older persons have 
less attachment to the private sector of the 
economy, and so can give more weight to the pub- 
lic sector in making locational choices. Younger 
families, still relying principally on labor in- 
come, must compromise their public sector prefer- 
ences with private sector opportunities. In 
contrast, social security benefits, annuity 
income, dividends, interest and rental income 
can be received in any location. Families which 
are more reliant on these sources of income, or 
simply on depletion of wealth, to finance con- 
sumption are freer to choose their residential 
locations on the basis of public sector prefer- 
ences. 

While the age -group focus of our study has 
certain advantages in this application, its 
concentration on interstate, rather than inter - 
community, mobility is certainly a disadvantage. 
The obvious reason is that within states there 
can be considerable variation among communities 
in the mix of public services and the modes of 
finance. Descriptions of the public sectors of 
states are only averages and cover possibly large 
local variability. In addition, intrastate mobi- 
lity escapes our attention. We hope in the near 
future to be able to expand our investigation to 
interconin unity mobility. 

Our statistical model is 

9 

M. E. . 
]k=1 1,k h=1, ' 

where 

M. signifies the migration rate for the 
i state, 

Xi 
,k 

signifies the value of the kth public sector 

variable for the i state, 

Yi h 
signifies the value of the non - public 

sector variable for the i state, 

is a constant scale adjustment for the 
jth 

migration rate, 

E. is the nultiplicitive error term for the 
1,] 

i state, and the jth migration rate, and 

B and are elasticities of the explana- 3 



tory variables X and Y with respect to the 

migration rate. Elasticities are esti- 
mated by converting all the values of the M's, 
X's and Y's to log ithms (base e) and perform- 
ing conventional 1 t squares fitting to the 
transformed variabl s. 

The migration tes of each of the 48 conti- 
guous states employed as dependent variables in 
this paper are computed the 1960 Census of 
Population twenty -five percent sample. They 
the number of in (out) migrants into (out of) a 
state between 1955 and 1960 aged 65 and older 
(65 -69) divided by the population of the state 
aged 65 and older (65 -69) in 1960. These rates 
are computed for males, females, and all sexes. 
Thus we obtain twelve migration rates for each 
state. 

The public sector variables are obtained 
various sources. They are 
X1: Minimum number of years of residence 

required for old age assistance eligi- 
bility, 1950 -1960 average; 
Maximum monthly old age assistance 
payment for one person, 1950 -1960 
average; 
Dollar amount of special old age state 
income tax exemption, 1963; 
Dollar amount of special old age state 
income tax credit, 1963; 
Per capita state and local property 
tax receipts, 1957 -1962 average; 
Per capita state and local income tax 
receipts, 1950-1960 average; 
Per capita state and local expenditures 
on education, 1950 -1960 average; 
Per capita] state and local expenditures 
on health and hospitals, 1950 -1960 
average; 
Per capita state and local expenditures 
on public welfare, 1950 -1960 average. 

The remaining explanatory variables (Y) 
developed for our larger study will not be des- 
cribed in detail here. Most of them could be 
described as private sector. variables. They con- 
sist of previous (1949 -1950) migration rates, 
wage rates in various industries, unemployment 
rates, labor force participation rates, turnover 
rates, industrial structure variables, average 
education level, housing occupancy rate, monthly 
rental rate, and a geography variable (north vs. 
south). 

With respect to most of the explanatory 
variables, we entertained certain a priori no- 
tions of the direction of the effect of the var- 
iables on the migration rates. These will be 
described for the lic sector variables for 
in- migration. We cted opposite effects for 
out- migration. The first two variables (X1 and 
X2) describe the relative generosity of state 
old age assistance programs. Given the gener- 
ally low manes of elderly persons, many of then 
should be concerned with the availability and 
level of old age assistance payments. It seems 
reasonable to suggest, then, that less strict 
residency requirements and higher maximum bene- 
fits levels will be associated with greater in- 
migration rates. We therefore expected a nega- 
tive elasticity for X1 and a positive elasticity 
for X2. 

Variables three and four reflect special 

X2: 

X3: 

X5: 

X6: 

X7: 

X8: 

X 
9 

: 
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tax advantages for elderly persons. We expected 
positive elasticities for both of them. It 

should be noted that the special exemptions and 
credits are not very large in the states which 
have them, so that it is perhaps too much to ex- 
pect them to influence locational choices. We 
expected negative elasticities on both of the 
average tax level variables (X5 and X6), with 
perhaps property taxes having the larger (abso- 
lute value) elasticity for reasons described 
earlier. 

The last three public sector variables par- 
tially describe the mix of public services provi- 
ded, and represent potential "offsets" to income 
and property tax payments. We predicted that 
state and local government expenditures for edu- 
cation (variable X7) would have a negative e] 
ticity on the grounds that most persons in our 
age group do not have school -age children, and as 
a result such expenditures act simply to increase 
taxes with no offsetting benefits. On the other 
hand, persons over age 65 are relatively impor- 
tant beneficiaties of health and hospital ser- 
vices, and of public welfare expenditures. 
Consequently we expected variables X8 and Xg to 
have positive elasticities. 

resluts are contained in Tables 1 and 
2.2 Table 1 reports the simple correlation 
coefficients (r) between each of the public 
sector variables and each of the migration rates. 
Significant coefficients are underlined and 
coefficients with signs conforming to our expec- 
tations are indicated by asterisks. These coef- 
ficients for variables X4, X6, X8, and Xg are 
not significant ( at the .05 confidence level) 
far any of the migration rates. The coefficient 
for X3 (amount of special old age state income 
tax exemptions) is significant for only one of 
the twelve migration rates, and it has the 
"wrong" sign. The remaining four variables 
display fairly consistent patterns. They are 
generally significant for in- for out - 
migration rates, but not for both. However, 
signs of the significant coefficients for varia- 
bles X1, X2, and X7 are opposite to our expecta- 
tions. This leaves per capita state and local 
property tax receipts (X5). For this variable 
the correlation coefficients for out- migration 
rates are significant at the .01 confidence level 
and have the expected sign, indicating that high 
property tax levels repulse elderly persons. 

Table 2 contains estimated elasticities for 
the public sector variables. These elastici- 
ties cone from regression equations containing 
non -public sector variables as well, but elasti- 
cities for these variables are reported here. 
The coefficients of determination (R2) Table 2 

apply to the entire equations, including non- 
public sector variables. Most of the elastici- 
ties in the table are zero. The reason for this 
is that did not include a variable in a 
regression equation unless its regression coef- 
ficient would be significant at the .05 level of 
confidence. Elasticities with the expected signs 
are indicated by asterisks. 

The most noteworthy thing about the results 
in Table 2 is that the elasticity for the single 
independent variable giving significant, pre- 
dicted results in Table 1 (X$) is significant in 
only one of the twelve equations. While it still 



Table 1 

Simple Correlation Coefficientsa Between the 
Public Sector Variables and Migration Rates 

Migration 
Rates 

Public Sector Variablesb 

1 2 3 4 5 7 8 9 

Gross In- Migration 
Males Aged 65+ .311 .106* .157* -.115 .001 -.011* .300 -.046 -.146 

Gross In- Migration 
Females Aged 65+ .315 .189* .223* -.115 .135 -.018* .364 .059* -.185 

Gross In- Migration 
Total Aged 65+ .315 .150* .193* -.118 .072 -.016* .331 .011* -.170 

Gross Out- Migration 
Males Aged 65+ .073* .276 .241 -.113* .479* -.152 .237* .215 -.115* 

Gross Out -Migration 
Females Aged 65+ .086* .354 .308 -.087* .438* -.072 .231* .121 -.155* 

Gross Out- Migration 
Total Aged 65+ .040* .257 .258 -.123* .448* -.152 .202* .102 -.161* 

Gross In-- Migration 
Males Aged 65 -69 .325 .067* .126* -.091 -.019 .007 .330 -.050 -.141 

Gross In- Migration 
Females Aged 65 -69 .338 .135* .175* -.099 .096 -.011* .341 .045* -.175 

Gross In- Migration 
Total Aged 65 -69 .332 .102* .151* -.097 .040 -.004* .335 -.001 -.161 

Gross Out- Migration 
Males Aged 65 -69 .087* .319 .253 -.102* .500* -.149 .286* .218 -.057* 

Gross Out - Migration 
Females Aged 65 -69 .074* .266 .231 -.081* .437* -.128 .213* .161 -.127* 

Gross Out- Migration 
Total Aged 65 -69 .080* .295 .245 -.093* .473* -.141 .250* .191 -.096* 

*Expected sign. 

aSingle underlining indicates significance at .05 confidence level; double underlining indicates 
significance at .01 level. 

in text. 
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Table 2 

Migration- ?ate Elasticitiesa of 
Public Sector Variables 

Migration 
Rates 

Public Sector Variablesb 

R2 
c 

1 2 3 4 5 6 7 8 9 

Gross In- Migration 
Males Aged 65+ -.26* -.73 .97 

Gross In- Migration 
Females Aged 65+ -.26 .97 

Gross In- Migration 
Total Aged 65+ .03 -.51 .18* .98 

Goss Out- Migration 
Males Aged 65+ -.04 .81 

Gross Out - Migration 
Females Aged 65+ .02 -.17* .82 

Gross Out -Migration 
Total Aged 65+ .78 

Gross In- Migration 
Males Aged 65 -69 .05 -1.07 .97 

Gross In- Migration 
Females Aged 65 -69 .04 -.62 -.31 .99 

Gross In- M4igration 
Total Aged 65 -69 -.71 -.17 .96 

Gross Out- Migration 
Males Aged 65 -69 -.08* .87 

Gross Out -Migration 
Females Aged 65 -69 -.04 .92 

Gross Out- Migration 
Total Aged 65 -69 -.05 .90 

*Expected sign. 

elasticities are significant at .05 confidence level. 

bDefined in text. 

°Coefficient of determination applies to entire equation, including sore variables not shown here. 
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has the predicted sign, it appears in an equation 

for in -, rather than out - migration as was the 

rase in the previous table. X5 does not appear 

more often because it is highly correlated with 

a binary variable for geography (states below the 

37th parallel have the value two while states 

above the parallel have the value one for this 

variable). When the geography variable enters a 

regression equation, the partial correlation of 

X5 with the out - migration rates becomes insigni- 

ficant. 
The bulk of the entries in Table 2 are for 

variables which had no significant simple corre- 

lations with the migration rates -- X6, X8 and 

X9. Additionally, elasticities for variables X3, 

X5, X6 and Xg are The largest of these is 

.31. On the other hand, migration elasticities 

for X8 (expenditures on health and hospitals) are 

relatively large, and suggest that high expendi- 

tures for health care facilities strongly dis- 

courage in- migration of elderly persons. 

CONCLUSION 

Data on migration of elderly persons offer 

scant support at best for Tiebout's crucial 

assumption about nobility in relation to the 

public sector. Most simple correlations between 

the public sector variables and migration rates 

were either non- significant or had "wrong" signs. 

Public sector variables rarely were significant 

in our complete migration equations. Three did 

not appear at all. Three more appeared in only 

one equation. Of the three remaining indepen- 

dent variables, only one contained elasticities 

of the predicted sign. 
As usual, in studies of this kind, our 

results contain many caveats and may not be re- 

garded as conclusive. We hope to pursue this 

matter with better data and, possible, greater 

perception in the future. 

1 
FOOTNOTES 

' e largest body of relevant literature 

deals with location of industry, rather than 

location of population. Undoubtedly, factors 

which affect business location choices ultimately 

also affect family location choices. It could 

happen, though, that the public sector affects 

business location through its affect on family 

location and therefore on wage rates. Most re- 

search on the effect of taxes on business loca- 

tion has failed to reveal strong, consistent 

relationships. For a survey of much of this lit- 

erature, see Jahn F. Due, "Studies of State -Local 

Tax Influences on Location of Industry," National 

Tax Journal, June, 1961, pp. 163 -173. A more 
recent paper, which deals approximately with 

mobility patterns of middle -sized cities is 

Raymond J. Struyck, "An Analysis of Tax Struc- 

ture, Public Service Levels, and Regional Econ- 

omic Growth," Journal of Re onal Science, 1967, 

No. 2, pp. 175.--TTE-A--Clar ing note on this 

article appeared in Journal of Regional Science, 

1969, No. 2. Struyck finds strong inversé 
tionships between rates of population growth and 

levels and rates of changes of taxes in fifty 

cities. 
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should be noted that there are some 
purely statistical factors affecting the correla- 
tions between our dependent and some of the inde- 
pendent variables. Since all the migration rates 
are defined as ratios where the denominators are 
population figures, and several of the indepen- 
dent variables also are ratios where the denomin- 
ator is population (all the "per capita" varia- 
bles), positive spurious correlation is intro- 
duced. On the other hand, since in- migration, 
ceteris paribus, raises population and thereby 
lowers all the per capita independent variables, 
negative correlation is introduced. For out - 
migration this effect produces positive correla- 
tion. We should, therefore, be more than usual- 
ly suspicious of positive correlation for out - 
migration rates. We should also, perhaps, be 
sanewhat more lenient than usual in judging the 
significance of negative correlation coeffi- 
cients. 
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A SOLUTION TO DEFINE LATENT SEGMENTS OF MEDIA AUDIENCES 

Purnell H. Benson, Rutgers Graduate School of Business 

Procedure 

In media analysis, data are supplied 
for the proportions of the population 
reached by different vehicles of communi- 
cation within a limited number of exposure 
opportunities. From these data, projec- 
tions are made of the exposures which 
result with combinations of vehicles whose 
opportunities for exposure extend over 
substantial periods of time. These pro- 
jections are based upon various probabi- 
listic models as to how the frequencies 
of exposure are numerically related from 
vehicle to vehicle and exposure to expo- 
sure. The Beta function (Greene and 
Stock, 1967; Hyetl, 1958) and the bivari- 
ate normal distribution (Benson, 1969) are 
two such approaches. 

Let us assume that the population 
which has exposure opportunities is made 
up of segments whose sizes are 
with independent probabilities P1,...Pn 
of these segments being exposed to an 
advertising vehicle in a single exposure 
opportunity. We then consider what takes 
place when opportunities for exposure to 
pairs of vehicles (or for two successive 
exposures of the same vehicle) exist. 
The four possibilities are for exposure 
to both vehicles, the first but not the 
second, the second but not the first, 
and exposure to both vehicle opportun- 
ities. 

Since we assume that probabilities 
of exposure within each segment are 
independent from opportunity to oppor- 
tunity, each of the four combinations 
of exposure and non- exposure has a fre- 
quency of occurrence which is equal to 
the sum of the binomially combined 
probabilities within segments. A system 
of equations relates each of the four 
cell frequencies for each pair of vehi- 
cles to corresponding algebraic terms 
for the X's and the P's. From the system 
of equations, the corresponding X's and 
P's can be calculated, if sufficient com- 
binations of vehicles and exposure oppor- 
tunities are included. 

If refinement of the solution is 
sought through using a large number of 
segments, the iterative solution for both 
X's and P's is not rapid. Alternatively, 
a large number of segments of equal size 
can be assumed. Then the system of equa- 
tions is of secondidegree only. For M 
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segments, the equations take the follow- 

ing form: 

(1 - (1 - 
+ (1 - (1 - 

MC10.ij= Pk.i (1 

Pm.i (1 - 

MC01.ij= (1 - Pk.j 

+ (1 - 

Pk.iPk.j + Pm.iPm.j 

and C11 refer to cell 

frequencies for non -exposure to either 
vehicle I or J, exposure to I but not J, 
exposure to J but not I, and exposure to 
both I and J. Subscripts i and j refer 
to the pair of vehicles, and subscripts 
k and refer to audience segments. 

The solution uses a full set of trial 
values of variables to solve for the same 
variables as linear multipliers. The 
matrix of equations is repeated a second 
time in the system for solution in order 
to permit solving for the same variables 
as linear multipliers in one -half of 
their involvement in the equations. 
Approximation proceeds by averaging the 
trial values with the corresponding 
solution values. Faster convergence 
occurs if the average is obtained by 
taking the square root of the product of 
the trial and solution values. 

Application to Media Exposure Data 

Through the courtesy of W. R. Simmons, 
syndicated data for exposure of adults to 
six magazines were made available for 
analysis. These data give the proportions 
of consumers exposed to each magazine in 
a single opportunity, and the proportions 
exposed to one or both of the exposure' 
opportunities for pairs of magazines, 
including a magazine paired with itself 
for two successive exposure opportunities, 
From this information frequencies in each 
of the 4 cells in the two -exposure tabu- 
lations are determined. 



Six vehicles paired in all combina- 
tions provide 57 independent observations 
3 for each of the 15 pairs of vehicles 
and 2 for each of the 6 vehicles paired 
with itself. Before using these cell 
frequencies as entries for the dependent 
variable, residual constants on the right 
hand side of the equal sign were trans- 
posed and combined with the entry for the 
dependent variable. For instance, cell 

which is set equal to the products of 

ones minus probabilities has combined 
with it those terms which do not provide 
an entry for the multipliers of the 
independent variables. 

If we use 8 segments for which proba- 
bilities of exposure for each of 6 vehi- 
cles are to be found, the number of 
unknowns is then 48, within the 57 degrees 
of freedom. In addition, there are seg- 
ments of the population who do not see 
any of the 6 magazines in a single expo- 
sure. This residual group comprises 
approximately 40% of the population. 
These may be represented by an additional 
5 segments for whom the exposure proba- 
bilities are set equal to zero throughout 
the solution. The probability entries 
for these are also transposed and combined 
with entries for the dependent variable. 

To assemble the input for multiple 
regression analysis to define the proba- 
bilities of exposure of each segment to 

Table 1 

each vehicle, a machine program was pre- 
pared. The output from this program is 
the matrix of entries for multiple regres- 
sion analysis. Values are bounded by 
0.01 before averaging and by 1.0 after 
averaging. 

The matrix of trial probabilities 
for exposure of the 8 active segments 
and the 5 inactive segments is given in 
Table 1. Inspection of Table 1 indi- 
cates which segments of the population 
share common exposure to different maga- 
zines. 

A practical application of the 
definition of latent segments is to use 
the associated exposure probabilities 
to make projections for exposures 
achieved by media schedules with multi- 
ple vehicles and multiple insertions. 
Existing methods based upon the Beta 
distribution are inadequate when expo- 
sure patterns for the audiences of dif- 
ferent vehicles are heterogeneous. The 
use of probabilities for latent segments 
may prove to be a useful and inexpensive 
way out. 

As a check upon the efficiency with 
which exposure projections can be made, 
the frequency pattern for 8 exposure 
opportunities was calculated for each 
of the 6 magazines. The results are 
compared with the usual Beta projections 
in Table 2. Since Beta analysis is 

INITIAL TRIAL VALUES AND PROBABILITY VALUES AFTER FIVE CYCLES OF ITERATION 

Segment 
Vehicle Cycle 1 2 3 4 5 6 7 * * * * * 8 9 10 11 12 13 

1 

2 

3 

4 

5 

6 

1 .90 .20 
5 .33 .00 

1 .20 1.00 
5 .22 .22 

1 .20 .20 

5 .15 .01 

1 .20 .20 
5 .38 .02 

1 .30 .30 
5 .47 .10 

1 .20 .20 

5 .00 .02 

.20 .20 .20 .20 

.96 .63 .62 .30 

.20 .20 .00 .00 .00 .00 .00 

.00 .00 .00 .00 .00 .00 .00 

.20 .20 .20 .20 .80 .90 .00 .00 .00 .00 .00 

.46 .35 .66 .24 1.00 .48 .00 .00 .00 .00 .00 

1.00 .20 .20 .20 

.57 .22 .19 .22 

.20 .90 .20 .20 

.24 .90 .00 .44 

.30 .30 1.00 .50 

.24 .72 .90 .62 

.20 .20 .50 .90 

.25 .30 .61 .82 

.90 .80 .00 .00 .00 .00 .00 

.96 .72 .00 .00 .00 .00 .00 

.20 .20 .00 .00 .00 .00 .00 

.02 .16 .00 .00 .00 .00 .00 

.30 .90 .00 .00 .00 .00 .00 

.04 .99 .00 .00 .00 .00 .00 

.40 .40 .00 .00 .00 .00 .00 

.45 .02 .00 .00 .00 .00 .00 

* These values are set as fixed during the iterations. 
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Table 2 

ESTIMATION OF PERCENTAGES REACHED BY EACH OF SIX ADVERTISING VEHICLES 
AFTER EIGHT EXPOSURE OPPORTUNITIES, USING INITIAL TRIAL PROBABILITIES 
AND EXPOSURE PROBABILITIES ESTIMATED AFTER FIVE CYCLES OF ITERATION 

Vehicle Beta Calculation 

Initial Values Values after 5 Cycles 

Estimate Error Estimate Error 

1 34 53 +19 38 +4 

2 63 55 - 8 58 -5 

3 51 55 + 4 49 -2 

4 32 53 +21 38 +6 

5 55 59 + 4 52 -3 

6 32 56 +24 39 +7 

considered acceptable for making projec- 
tions for a single magazine, this pro- 
vides a test of latent segment projection 
The results look encouraging for what may 
be accomplished With larger numbers of 
segments and vehicles. 

Relation to Lazarsfeld's Work 

The historical debt to and the 
inspiration from the work of Lazarsfeld 
for the analysis reported here is large. 
His creation of latent structure analysis 
two decades ago is one of methodological 
landmarks of our century. (Stouffer et 
al, 1950). I have returned to this type 
of work with somewhat different reasons 
and emphasis than his, being first pre- 
occupied with media scheduling. 

Some of the procedural differences 
between Lazarsfeld's development of 
latent structure analysis and the lines 
I pursue may be kept in mind. 

1. The latent segment framework 
introduced here for analysis of media 
exposure assumes a multiplicity of latent 
segments of equal size, some of which may 
be regarded as duplicates. The degree of 
the system of equátions is correspond- 
ingly reduced. 

2. A paired matrix of probability 
cross -products of no higher than order 
two is used, leading to a quadratic 
system of simultaneous equations. The 
solution to these is relatively straight- 
forward, involvin4 a progressive aver- 
aging of trial and obtained values. The 
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multiplicity of solutions appears to be 
equivalent to factorial combinations of 
segments, all of which yield sets of 
roots which are identical except for 
factor designation. 

3. All four cells of the 2 -by -2 cross 
tabulation of probabilities Pi and Pj for 
two classes of response and non -response 
are introduced, including (1 - Pi) 

(1 - Pj), (1 - Pi) Pj, Pi (1 - Pj), and 
PiPj. Thus far the fit of probabilities 
is limited to dichotomous response 
categories. 

4. The model is fitted by multiple 
regression of the observed cell frequen- 
cies, instead of an exact solution with 
the number of unknowns equal to the 
number of degrees of freedom in the 
system. This may help to cope with 
problems of fallible data. 

5. No conclusions are yet drawn 
concerning the latent structure of 
factors to account for the segment proba- 
bilities of media exposure. This is work 
for the future. Doubtless an endless 
variety of multiple factor structures can 
be investigated in relation to the seg- 
ment probabilities which are calculated. 
All types of behavioral response, includ- 
ing brand behavior, seem amenable to 
latent structure analysis. 

Conclusion 

The present inquiry was undertaken 
to establish the probabilities of expo- 
sure to magazines for population segments. 



The segments are latent in that their 
exposure probabilities are computation- 
ally inferred, not actually observed. 
These segments are useful as a means of 
representing the population of magazine 
readers or any population exhibiting 
dichotomous responses of various kinds. 

The conceptual representation of 
latent segments in terms of probabilities 
of response is a useful starting point in 
analyzing the relationship of segment 
response to other population variables. 

One form of such analysis is to infer 
the structure of factors which accounts 
for the segment exposure probabilities. 
Another line of analysis is to relate 
exposure probabilities to observed per- 
sonality and population variables. One 
practical application is to use the 
exposure probabilities for segments to 
project reach and frequency of exposure 
for media schedules with multiple inser- 
tions over a period of time. This is 
also a test of the validity of latent 
structure analysis. Another application 
is to establish more precise trends in 
brand buying behavior for evaluating 
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market sales. The machine program is 

available to others on a shared cost 

basis. There are many opportunities 
to be explored. 
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Response Bias in Reports of Father's Education 

Michael E. Borus, Michigan State University 
Gilbert Nestel, Ohio State University* 

1. INTRODUCTION 

Father's educational attainment is an impor- 
tant explanatory variable in studies by sociolo- 
gists, educationists, and economists. It has 
been shown to be a significant predictor of young- 
sters' intergenerational occupation mobility [1] 
educational attainment [4,5] and success in 
school [7]. Yet the predictive power of this 
variable may be related to the inaccurate re- 
sponses individuals (usually youth) give to 
questions on their fathers' educational attain- 
ment. Systematic response biases have been 
found in a number of other common variables 
secured from surveys [e.g., 2,6,9]. 

The evidence on response errors in estimates 
of father's education is very limited. Nonre- 
spouse rates appear to vary with age, with the 
lowest rates of refusal among teenagers and young 
adults." In the only study we could find where 
the extent of the response error in reporting 
this variable was measured, Blau and Duncan 
concluded that there was ". . . no general 
tendency for the OCG respondents to exaggerate 
the attainment of their fathers, except that 
considerable numbers of OCG respondents appear to 
have classified their fathers as high school 
graduates when they should have been reported as 
completing only one o three years of high scYool? 
[l, p. 15]. This finding must be considered very 
tentative, however, since it was based on a 
rather circuitous and complicated estimation 
procedure.2 Furthermore, Blau and Duncan pres- 
ented only aggregate data and did not search for 
systematic biases which might be offsetting such 
as have been found in earnings data (2). 

In this paper wa make use of a unique sample 
of households in which the father and son were 
interviewed separately at different times within 
the same year and asked to report the number of 
years of schooling completed by the father. 
a brief description of this data we turn to a 
summary of the bivariate relationships between 
each of three different measures comparing the 
two responses and selected characteristics of the 
son, his family, and his community. We then 
highlight some of the findings from two different 
multivariate techniques used to quantify the 
extent of these relationships and to assess the 
relative importance of the different explanatory 
factors. The final section provides an overall 
summary of these findings and some suggestions for 
further research. 

2. THE DATA 

The data for thit study were obtained from 
two of the four National Longitudinal Surveys 
(LGS) of the civilian noninstitutional population 
in the United States. Each of the samples was 
selected by the Bureau of the Census under a con- 
tract with the Department of Labor with the ini- 
tial interviews of thy; two relevant age -sex 
cohorts for this study -- approximately 5,000 
young men between the ages of 14 and 24 years and 
a comparable number of men between 45 and 59 
years of age -- completed in 1966. In each of the 
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four surveys nonwhites were oversampled and com- 
prised about 30 percent of the total sample.3 

In an attempt to contain the costs of admin- 
istering these surveys over a five -year period 
the Bureau of the Census allowed certain house- 
holds to be represented in more than one cohort 
group. In the initial survey of the older men, 
one out of three households had at least one 
additional member represented in one of the four 
age -sex cohort samples, while three out of four 
households in the young boys' sample were multi- 
ple- respondent households. In total, there were 

931 households, consisting of 936 men and 1167 
boys, where at least one man and one boy in the 
same household were interviewed. Among the 
possible man -boy combinations, 1,013 were found to 
be father -son relations) The sample was then 
reduced by 44 cases because the father failed to 
report his educational attainment. In another 56 
cases the son did not report the years of school- 
ing completed by his father and these observations 
also were eliminated. The remaining 913 cases 
contained father -son responses to similarly worded 
questions on the number of years of schooling 
completed by the father. Each of the respondents 
was also asked to report on selected demographic, 
economic, and geographical characteristics. Thus, 
it was possible to study not only the extent of 
the response discrepancy to the educational 
attainment variable but also to identify some of 
its correlates. 

3. BIVARIATE ANALYSIS 

The extent of the discrepancy between the 
son's reporting of his father's educational 
attainment and the father's response is measured 
in three ways: by the arithmetic difference in 
the two reported responses; by the absolute value 
of the response difference; and by an indicator 
variable which takes the value of "1" if the son 
and father report identically and a value of "0" 
if the responses differ. We began our analysis by 
examining the gross relationship between each of 
these dependent variables and a variety of pos- 
sible explanatory variables (these findings are 
presented in columns 3, 5, and 7 of Table 1.) 

Even though we do not provide in this paper 
a formal theory of the incidence and magnitude of 
the response variation from which a set of contrit 
butory variables can be identified we nevertheless 
expect to find that the discrepancy between what 
the son reports and his father's response is 
related to the various characteristics listed in 
the previous section. Among the demographic 
factors considered are the age of the son, his 
father's age, the differences between the two 
ages, the size of the household, and the son's 
color. Also included in this category are edu. 
cational status of the son, the number of years 
of schooling he has completed, and his estimate 
of the educational attainment of his father. The 
geographic place of residence of the household and 
whether it is located in a central city of an SMSA 
are considered. The list of economic factors 
includes the labor force status of the son, the 
occupational category of the job his father held 



for the longest period in the 12 months prior to 
the son's interview, and the son's estimate of 
his family's income. 

The strong color difference in responses 
among the respondents is perhaps the single most 
significant finding from this preliminary analy- 
sis. Whereas in the total sample 61 percent of 
the 913 father -son responses are identical, among 
the 686 whites it is 68 percent, while among the 
211 blacks it falls to 37 percent. The greater 
likelihood of a response discrepancy among the 
blacks also suggests that the distribution of the 
latter responses will be more variable and thus 
on the average contain the larger error.? This 
is what we find in Table 1; the mean absolute 
discrepancy for this color group is about one 
year, which is double the magnitude found among 
the whites. 

The likelihood of a discrepancy in response 
is substantially reduced at what are tradition- 
ally called terminal attainment points. The 
likelihood of a father -son match is about three 
of four cases for sons who report 8, 12, or 16 or 
more years of schooling completed by their 
The corresponding probability of a match for 
other reported attainments of the father is 
considerably smaller and varies between four or 
five of every ten comparisions. The lowest like- 
lihood of a match is found among sons who report 
their fathers' educational attainment as less 
than eight years of schooling (Table 1). 

We also found the difference in responses to 
be associated with several other characteristics. 
Whereas the mean arithmetic difference is less 
than one -tenth of one year when the age dif- 
ference between the father and his son is 21 to 
25 years it increases to almost four- tenths of a 
year when the age difference is between 41 and 
45 years. Households with family sizes of at 
least 10 members (including father and son) are 
considerably more likely to have fathers and 
sons report differently and to have larger mean 
discrepancies in responses than smaller house- 
holds. Sons who report their fathers employed in 
white - collar occupations are much more likely to 
agree with their fathers' responses on educa- 
tional attainment, while those who say their 
fathers are in service occupations are most 
likely to report differently. Finally, boys who 
were enrolled in school were more likely than 
those not enrolled to match their fathers' 
responses. 

The bivariate analyses, however informative 
and suggestive, fail to control for the interre- 
lationships among the set of explanatory vari- 
ables. For example, since color, household size, 
and educational attainment are intercorrelated, 
it is difficult to distinguish which of these 
variables, if any, is significant. To redress 
this limitation, we also analyze the data using 
multivariate techniques. 

4. MULTIVARIATE ANALYSIS 

Two multivariate techniques were used- - 
Multiple Classification Analysis (MCA) and the 
AID program developed by Morgan and Sonquist [8]. 

The MCA program assumes an additive relationship 
among the variables with the parameters estimated 
by ordinary least squares procedures.9 The AID 
analysis is designed to uncover nonadditive or 
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interaction effects among the factors and is a 
sequential application of a one -way two- factor 
analysis of variance test.l0 

4.1 Additive Specification- -MCA Findings 
The results of the MCA analysis do not dras- 

tically change the findings deduced from the bi- 
variate relationships (See columns 4, 6, and 8 
of Table 1). The singular importance of the 
color variable still prevails even after statis- 
tically controlling for the other specified 
factors. The mean absolute discrepancy among 
blacks is now a little less than one year but 
still double the mean discrepancy reported by the 
whites. The adjusted likelihood of a father -son 
match remains at about two in three for the 
whites but increases to almost one in two for the 
blacks. 

The likelihood of a mismatch continues to be 
above the sample mean where the son reported his 
father's educational attainment as less than 8 
years, 9 to years, or 13 to 15 years and in the 
case of a response in the -7 year category it is 
22 percentage points below the mean. Similarly, 

the higher- than -average likelihood of a match if 
the son reported his father's educational attain- 
ment level at a transition point is also evident; 
in almost three of every four cases the father 
reported the identical number of years of school- 
ing completed. Finally, the mean absolute 
discrepancy in response, while expected to be 
larger at nontransition points, also continues to 

be largest among sons who reported their fathers' 
educational attainment as less than eight years. 
For these respondents the adjusted mean absolute 
discrepancy is about one year, which is about one 
and one -half times the sample average. 

The less- than - average likelihood of a father - 
son match for households with 10 or more members 
and the above -average mean discrepancy in re- 
sponse is not substantially altered by the multi- 
variate findings. Whereas in the entire sample 

about three of five father -son responses are 

identical, among the largest -sized households 

only two of five responses coincide. Similarly, 

whereas in the entire sample the mean absolute 
discrepancy is about three -fifths of a year among 

these households it is slightly more than one 
year. 

The larger - than -average likelihood of a 
father -son match that was observed in the bivari- 

ate relation when the son reported his father as 
employed in a white- collar occupation is no 
longer evident with the introduction and control 
of other factors. In contrast, the low likeli- 
hood of a match when the father is reported in a 

service occupation, while increased as a result 

of the multivariate analysis, is still about 1.0 

percentage points below the average for the entire 

sample. 
There continues to be some evidence that 

boys who are enrolled in school at the time of 

interview are more likely than those not enrolled 

to report in the same way as their fathers do. 

The adjusted likelihood of a matching response 

for boys out of school is about nine percentage 
points below the likelihood for those in school. 

Once again the higher likelihood of a match is 

accompanied by a smaller mean absolute difference. 



The coefficient (:)f multiple determinantion 
adjusted for the number of explanatory variables 
is a summary measure frequently used to evaluate 
the goodness of fit of a statistical relation. 
Since each specification attempts to answer a 
different question,11 it is not too surprising to 
find that the regressor variables explain only 
4.5 percent of the total variance in the arith- 
metic difference for4ulation, approximately 10.3 
percent of the variation when the dependent 
variable is the absolute difference in response, 
and 19.3 percent of the total variance in the 
linear probability model. 

4.2 Nonadditive Specification- -AID Findings 
The results of the AID analysis further 

highlight the importance of color and the son's 
estimate of the educational attainment of his 
father and help to identify other variables which 
interact with these factors to explain the degree 
of variation in the father -son responses to the 
number of years of schooling completed by the 
father. In both the absolute difference and the 
likelihood of a matching response specifications 
the color of the son is the basis for the initial 
split of the sample. With the latter dependent 
variable the two color subgroups are then further 
dichotomized by the educational attainment of the 
father as reported by his son. As expected, the 
overall likelihood of a match among the blacks 
(0.374) is substantially reduced when the sons 
reported their fathers' attainments as less than 
eight years (0.313) and it is increased above the 
group average if they report attainments of 
eight or more years (b.544). No other specified 
variable has sufficient explanatory power to 
split these latter two subgroups further. 

The pervasive importance of the son's esti- 
mate of his father's educational attainment is 
also evident in the subsample of nonblacks (whites 
and other -than -blacks). The sample is split 
repeatedly by this variable and the terminal 
groups highlight the greater likelihood of a 
matching response when the son reports one of the 
terminal attainment points. The likelihood of a 
match for this color group varies from about two 
in very five cases when the son reports his 
father's education as between nine and eleven 
years to about four of five cases if he reports 
an attainment of eight years. 

The likelihood of a match among the non- 
blacks where the son reports his father has 
completed at least a high school education is 
also affected by the age of the father and the 
occupation group he is reported employed in by 
his son. The likelihood of a match is inversely 
related to the age of the father and is signif- 
icantly reduced below the group average if the 
father is reported employed in the white -collar 
occupation. 

There is additional evidence that place of 
residence also affects the likelihood of a match 
for the sample of nonblacks where the sons 
report the lowest educational attainments for 
their fathers. The likelihood of a father -son 
match is only one in five for nonblack households 
living in central cities of SMSA but greater than 
six in ten for those who live outside the central 
city or do not live in an SMSA. 

As we indicated earlier the difference in 
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color is also the basis for the initial split of 
the sample when the dependent variable is defined 
as the absolute difference in response. In this 
specification, however, the geographic locational 
characteristics of the blacks and nonblacks affect 
the magnitude of the absolute response difference 
This magnitude is also influenced by the size of 
the family income of the blacks and the age of 
the father and the labor force status of the son 
among the nonblacks. For example, the mean 
absolute error is less than one -third of a year 
for nonblack households not located in the largest 
populated urban areas and where the son was not 
employed at the time of interview, while it is 
almost two years for blacks who live in a non- 
central city of an SMSA. 

5. CONCLUSIONS 

The findings from the multivariate analysis 
highlight the greater than average likelihood of 
a response difference and a larger mean dis- 
crepancy in reporting among blacks than nonblacks 
and among boys who did not report their fathers' 
educational attainments as one of the terminal 
points. We also found that boys from very large 
households, who reported their fathers employed 
in service occupations, or who were not enrolled 
in school, were also more likely than others to 
respond differently from their fathers. There is 
also evidence of an interaction effect between 
color and locational characteristics of place of 
residence on the size of the mean absolute dis- 
crepancy. 

These findings indicate the need for caution 
when using a son's report of his father's educa- 
tional attainment. Moreover, our estimates may 
be understated since we have limited the com- 
parisons to fathers and sons living in the same 
households. In addition, since this analysis is 
restricted to specific father -son age categories 
the findings may not generalize to other age 
group comparisons. Thus there is a need to 
replicate this study for other universes and also 
to determine a set of "correction factors" which 
may be used to adjust the responses of the sons 
to improve the predictive power of this variable. 

FOOTNOTES 

*The authors are Associate Professor of Labor and 

Industrial Relations, Michigan State University and 

Research Associate, Center for Human Resource Research, 

The Ohio State University, respectively. This paper was 

written while Dr. Borus was Research Associate, Center 

for Human Resource Research and Visiting Associate Pro- 

fessor of Economics, The Ohio State University. 

1Bowles and Levin report that 50 percent of first 

graders, 40 percent of third graders, 41 percent of 

sixth graders, 21 percent of ninth graders and 11 percent 

of twelfth graders did not respond when asked to report 

their fathers' educational attainment [3, p. 7]. Blau 

and Duncan found that for adult males the percentage of 

nonreporters increased with age,.rising from 5.4 percent 

for those 20 to 24 years of age to 18.2 percent for men 

aged 55 to 64 years p. 472]. 

2Blau and Duncan arrayed their sample by year of 

birth, used vital statistics records to estimate the 

distribution of father's year of birth, and compared the 

educational attainment reported in the 1940, 1950, and 

1960 Censuses for each age cohort with the distribution 



as reported by the respondents. For a complete descrip- 

tion of this process see Blau and Duncan [1, p. 463 -66]. 

3A more complete description of these is found in 

Parnes, et al., [10, 11]. 

order to qualify as a potential match the man 

had to report that he had at least one son in the house- 

hold and the boy had to list his father as a member of his 

household. The son's age, as reported in the man's house- 

hold record, also had to agree with the age reported by 

the boy when he was interviewed. In addition, the 

father's age reported in his son's record had to coincide 

with the age reported by the man. If these criteria were 

satisfied then a father -son relation was established. 

The surveys of the men and boys were not conducted 

simultaneously, however. The boys were interviewed in 

October and November of 1966 and the men in June of the 

same year. Thus the age of the father when reported by 

his son could exceed by one year the age that the father 

reported. Similarly, the father could understate his 

son's age by one year because of the different dating of 

the two interviews. Our matching procedure allowed for 

these possibilities. 

In households where more than one boy (man) was 

interviewed each man -boy combination was treated sepa- 

rately. Thus to the extent that there were multiple 

father -son relations in the same household they were con- 

sidered as individual observations in the analysis. 

5The overall nonresponse rate --5.8 percent --was ex- 

pected to be small because of the age distribution of the 

boys and the fact that they were living in the same house- 

holds as their fathers. Higher than average rates were 

found among boys whose fathers reported between one and 

four years of schooling completed, among the nonwhites. 

among boys with six to eight years of schooling, and among 

boys whose fathers were 55 years and older. 

6The independence in reporting was made possible by 

the four -month interval between the father -son interviews. 

There is the possibility that during this period the 

father completed an additional year of formal schooling. 

We believe, however, that this likelihood is very small, 

particularly for the age group of men and the short time 

interval under consideration, and we discount, therefore, 

this possibility. 

7We have been deliberately careful in this dis- 

cussion to avoid any inference that the father's response 

is necessarily accurate or even that it is likely to be 

more accurate than what his son reports. To the extent 

that the father reports his educational attainment 

inaccurately it would not be too surprising to find that 

he selects one of the terminal educational points as a 

response (if you include 104 respondents in the 16 years 

or more category, better than one -half of the fathers 

reported their educational attainments as 8, 12, or 16 

years. Alternatively, we are suggesting the possibility 

that both respondents report inaccurately. Unfortunately, 

our data do not provide a means to test for the accuracy 

of the father's response. 

81t is also of interest to observe that the condi- 

tional distribution of the educational attainment of the 

father as reported by his son is skewed to the right. 

The son's response is necessarily bounded from below by 

zero for very low attainments reported by his father. 

Nevertheless, even when the alternatives are more symmet- 

rical (educational attainments of the father between 8 
and 10 years) the son's response is more likely to exceed 

than understate that of his father. It is not too sur- 

prising to find, therefore, that the mean discrepancy in 

the sample is positive. 
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91t needs to be mentioned that the traditional 

"t" and "F" tests of maintained hypotheses involving 

linear combinations of the unknown parameters are some- 

what suspect in this study in two of the three specifi- 

cations. The frequency distribution of the absolute dis- 

crepancy measure is clearly asymmetrical, positively 

skewed, and bounded from below by zero. Since the least 

squares estimators in this case are weighted sums of 

nonsymmetrically distributed variables (the weights 

depend on the data matrix) one has to defer to the central 

limit theorem to argue that in repeated sampling these 

estimators will be normally distributed. The speed by 

which this convergence takes place, particularly when the 

universe is finite and the observations not independent, 

is not known, however. 

In the case of the linear probability model (or 

discriminant function) the dependent variable is binomi- 

ally distributed and the estimators are known to be 

inefficient unless a weighted least squares estimation 

procedure is used (however, the estimated probabilities 

may exceed one or fall below zero in which case further 

complications are introduced). If one also adds to these 

statistical complications the fact that our sample was 

selected by a multistage probability design, and there- 

fore the traditional standard error formulas based on 

simple random sampling may be in error, and that the 

universe sampled is finite, there is some justification 

on our part to de- emphasize throughout this paper all 

tests of hypotheses. 

10At each stage in the analysis the algorithm 

searches the data to identify a binary split of the codes 

of one of the variables which among the class of all 

binary partitions for all specified variables reduces the 

error sums of squares of the dependent variable by the 

largest amount. The search procedure continues until 

there are no eligible groups remaining which have suffi- 

cient sample cases or where the total sums of squares in 

each of the eligible groups do not exceed some earlier 

assigned constant. The program also terminates if the 

between sums of squares of the maximum partition of a 

variable fails to exceed another preassigned constant. 

In this study no group is eligible to be "split" unless 

it contains at least 10 sample cases and the total sums 

of squares in the group is at least one -tenth of 1 percent 

of the total sums of squares in the sample. No binary 

partition of a variable is allowed unless the between 

sums -of- squares associated with this partition exceeds 
six- tenths of 1 percent of the total sums of squares in 

the sample. 

should be recalled in this context that we 

have standardized the set of regressor variables in each 

of the specifications and varied only the definition of 

the dependent variable. The specification involving the 

arithmetic difference in father -son response involves 

both a sign and magnitude consideration whereas the abso- 
lute difference abstracts from the direction of the dis- 

crepancy while still retaining the metric of the 

difference. In contrast, the linear probability formu- 

lation asks only whether or not the father and son respond 

identically. The later specification thereby abstracts 

from both the sign and magnitude of the discrepancy. 
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Table 1 Gross and Net Mean Difference in the Education Attainment of the Father as Reported by Father and Son, by 

Selected Characteristics and Type of Discrepancy, 1966 

Type of discrepancy 

Characteristics 

Sample cases 
Mean 

arithmetic difference 

Mean 

absolute difference 

Likelihood of 

identical responses 

Gross rela- 

tionship 

Net rela- 

tionship 

Gross rela- 

tionship 

Net rela- 

tionship 

Gross rela- 

tionship 

Net rela- 

tionship 

(1) (2) (3) (4) (5) (6) (7) (8) 

Total 913 100.0 0.239 0.239 0.631 0.631 0.611 0.611 
Age difference (years) 

22 2.4 0.091 -0.373 0.545 0.453 0.545 0.545 
21 -25 

26 -30 24o 26.3 0.217 0.079 0.500 0.521 0.679 0.627 

31 -35 409 44.8 0.311 0.290 0.682 0.697 0.604 0.598 
36 -40 203 22.2 0.108 0.285 0.670 0.634 0.576 0.631 

-45 39 4.3 0.384 0.794 0.744 0.691 0.487 0.584 

Color (son) 

White 686 75.1 0.172 0.175 0.504 0.542 0.682 0.654 

Black 211 23.1 0.450 0.448 1.056 0.925 0.374 0.471 

Other 16 1.8 0.313 0.222 0.438 0.554 0.688 0.644 

Household size 

8 0.9 0.250 0.343 0.500 0.255 0.500 0.622 2 

3 140 15.3 0.271 0.285 0.614 0.684 0.611 0.564 

4-6 558 61.1 0.142 0.140 0.543 0.573 0.658 0.636 

7 -9 142 15.6 0.331 0.355 0.697 0.610 0.570 0.636 

10 -26 65 7.1 0.800 0.720 1.292 1.107 0.308 0.443 

Father's educational 

205 22.5 0.132 -0.083 1.010 0.939 0.370 0.392 

attainmentb 

0 -7 

8 153 16.8 -0.020 -0.035 0.386 0.387 0.732 0.731 

9 -11 140 15.3 0.407 0.384 0.821 0.792 0.436 0.440 

12 240 26.3 0.342 0.311 0.458 0.491 0.783 0.775 

13 -15 61 6.7 0.262 0.454 0.623 0.668 0.508 0.509 
16+ 114 12.5 0.342 0.528 0.412 0.482 0.789 0.764 

Father's occupation 

Rroupb 

White- collar 292 32.0 0.188 0.079 0.476 0.592 0.702 0.605 
Blue- collar 418 45.8 0.225 0.236 0.689 0.689 0.572 0.609 
Service 48 5.3 0.542 0.512 1.000 0.819 0.417 0.495 

Farm worker 104 11.4 0.231 0.447 0.673 0.727 0.577 0.613 

Armed forces 1 0.1 a a a a a a 

NA 5o 5.5 0.380 0.516 0.620 0.489 0.660 0.771 
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Table 1 (continued) 

Type of discrepancy 

Sample cases 
Mean 

arithmetic difference 

Mean 

absolute difference 

Likelihood of 

identical responses 

Characteristics 

N 

(1) (2) 

Gross rela- 

tionship 

(3) 

Net rela- 

tionship 

(4) 

Gross rela- 

tionship 

(5) 

Net rela- 

tionship 

(6) 

Gross rela- 

tionship 

(7) 

Net rela- 

tionship 

(8) 

Educational 

status (son) 

Enrolled 697 76.3 0.195 0.220 0.585 0.603 0.641 0.632 

Not enrolled 216 23.7 0.380 0.301 0.778 0.721 0.514 0.545 

Educational 

51 5.6 0.373 0.302 0.765 0.411 0.549 0.774 

attainment (son) 

0 -7 

8 94 10.3 0.213 0.262 0.766 0.685 0.511 0.571 

9 -11 426 46.7 0.221 0.269 0.662 0.654 0.598 0.594 

12 172 18.8 0.279 0.218 0.523 0.519 0.662 0.670 

13 -15 145 15.9 0.206 0.153 0.552 0.726 0.676 0.574 

16+ 25 2.7 0.280 0.154 0.520 0.702 0.600 0.540 

Residence 

Urban:one million 

or more 249 27.3 0.313 0.290 0.707 0.732 0.594 0.590 

Urban :250,000- 999.999 120 13.1 0.417 0.337 0.750 0.762 0.542 0.542 

Urbar.:less than 250,000 76 8.3 0.395 0.369 0.789 0.775 0.618 0.673 

Urban:outside urban 135 14.8 0.178 0.226 0.504 0.593 0.644 0.574 

Rural 332 36.4 0.108 0.141 0.548 0.491 0.633 0.652 

NA 1 0.1 a a a a a a 

SMSA 

SMSA central city 258 28.3 0.333 0.164 0.736 0.527 0.554 0.612 

SMSA noncentral city 300 32.9 0.337 0.372 0.670 0.758 0.630 0.579 

Not SMSA 355 38.9 0.087 0.181 0.521 0.599 0.637 0.638 

Age (son) years 

257 28.1 0.206 0.092 0.634 0.604 0.588 0.571 14 -15 

16 -17 281 30.8 0.206 0.199 0.676 0.703 0.612 0.596 

18 -19 207 22.7 0.227 0.268 0.546 0.606 0.647 0.619 

20 -21 84 9.2 0.381 0.478 0.619 0.555 0.679 0.747 

22-23 65 7.1 0.308 0.500 0.708 0.640 0.492 0.592 

24 19 2.1 0.421 0.538 0.632 0.507 0.632 0.763 

Family incomeb 

Under $1,000 18 2.0 -0.444 -0.329 0.444 0.366 0.667 0.731 

1,000 -2,999 71 7.8 0.451 0.382 0.958 0.576 0.366 0.569 

3,000 -4,999 91 10.0 0.264 0.233 0.725 0.561 0.549 0.6337 

5,000 -7,499 175 19.2 0.074 0.149 0.657 0.647 0.634 0.660 

7,500- 14.999 37o 40.5 0.254 0.240 0.514 0.576 0.665 0.623 

15,000 or more 135 14.8 0.400 0.362 0.681 0.840 0.615 0.519 

NA 53 5.8 0.170 0.229 0.698 0.713 0.566 0.580 

Labor force status (son) 

Employed 489 53.6 0.303 0.284 0.716 0.680 0.558 0.577 

Unemployed 51 5.6 0.235 0.222 0.667 0.613 0.647 0.686 

Out of labor force 243 26.6 0.107 0.128 0.428 0.498 0.704 0.657 

Never worked 130 14.2 0.246 0.282 0.677 0.701 0.623 0.627 

Age of father (years) 

272 29.8 0.199 0.339 0.522 0.617 0.665 0.630 45 -47 

48 -50 252 27.6 0.258 0.243 0.663 0.614 0.619 0.642 

51 -53 212 23.2 0.307 0.305 0.618 0.602 0.604 0.609 

54 -56 108 11.8 0.250 0.137 0.898 0.823 0.481 0.510 

57-59 69 7.6 0.101 -0.213 0.565 0.539 0.594 0.590 

a Means are not presented when number of sample cases is less than 5. 

b Reported by son. 
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FACTORS WHICH INFLUENCE THE RELIABILITY OF HUMAN JUDGMENTS OF STRESS 

D. R. Brogan, University of North Carolina at Chapel Hill 

Purpose of Investigation 

It was desired to estimate the 
reliability with which persons could 
make judgments regarding the stress 
produced in them by various newspaper 
headlines. One reason for such estima- 
tion was that persons were to be 
selected from a North Carolina rural 
community to act as judges of stress for 
certain segments of the community. 
Naturally, persons selected to act as 
judges should be able to make reliable 
judgments regarding situations which 
produce stress. In addition, it was 
desired to investigate the factors 
which contribute to a person's having a 
high or low reliability in these judg- 
ments of stress. The factors reported 
on here are demographic characteristics 
of the persons. 

Measuring Instrungent 

Two questionnaires were adminis- 
tered by personal interview to each 
subject in the sample in spring, 1970. 
There was a one month time span between 
the two interviews. The first question- 
naire contained ope hundred newspaper 
headlines. Some examples are "Eight per 
cent interest rate approved," "Impeach 
President Nixon," "A nuclear war threat 
is seen," "Franklinton mayor is returned 
to jail," "North Carolina schools plan 
various fee hikes." There was an equal 
representation of local, state, and 
national headlines in these 100 head- 
lines. 

Subjects were asked to rate each 
newspaper headline on a five point scale 
ranging from stressful (1) to reassuring 
(5), with the midpoint (3) used for a 
neutral reaction, i.e. neither stressful 
nor reassuring. In addition to the 
subject's respons s to the 100 newspaper 
headlines, demogr phic data were col- 
lected on each subject. 

The second questionnaire, adminis- 
tered one month later, contained fifty 
newspaper headlines from the original 
set of 100 on the first questionnaire. 
Keeping a fairly qual representation of 
national, state, and local headlines, 
the least ambiguous headlines in the 
first questionnaire were selected for 
the second questionnaire. The second 
questionnaire also contained questions 
about the stress produced by various 
life events such as a new birth in the 
family, a change in job, etc. The 
analysis of this life event data is 
reported elsewhere.' 
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Subjects 

A previous study of the county had 
drawn a random sample of households, and 
then a random sample of one adult within 
each household.2 The sample thus 
obtained was judged to be representative 
of the county, based on 1960 census data. 
The sample for this investigation was 
drawn by selecting a household adjacent 
to the household selected in the pre- 
vious study, and then selecting at 
random one adult within each household. 
By this method, 111 adults were selected 
for this investigation. 

In the second interview, 96 persons 
out of the original 111 were followed up, 
and these 96 persons constitute the 
sample for this investigation. The 
following are the demographic character- 
istics of this sample: 88% are rural 
residents, while the other 12% are 
residents of a small town. 63% are 
white; 51% are female. 73% have lived 
in the community for over 20 years, 
reflecting a very stable population. 10% 
are in the age range 20 -29, 25% in the 
range 30 -39, 27% in the range 40 -49, 21% 
in the range 50 -59, and 17% are 60 and 
above. 79% are married, 12% are widowed, 
5% are single, and 4% are divorced or 
separated. 13% have some college educa- 
tion, 33% have a high school education, 
38% have a junior high school education, 
and 16% have less than 6 years of formal 
schooling. 5% are employed in profes- 
sional occupations, 10% in white collar 
occupations, 10% in skilled occupations, 
and 19% in semi -skilled occupations. 20% 
are farm laborers, and 32% are house- 
wives. 23% have an annual income less 
than $3000 33% have an annual income of 
$3000 to $6000, 28% have an annual 
income of $6000 to $9000, and the 
remaining 16% have an annual income of 
$9000 or over. 63% of the subjects are 
heads of households. 

Measures of Reliability 

The most commonly used measure of 
reliability is a correlation coefficient. 
Hence, a correlation coefficient between 
the responses on interview 1 and inter- 
view 2 was obtained for each of the 96 
subjects by adding over the responses to 
the fifty newspaper headlines common to 
each interview. Letting Xijk denote the 

response of person i (i =1,...,96) to 
newspaper headline j (j =1,...,50) at 
time k (k =1,2), then the measure of 
reliability COR for person i is given by 



0 
COR(i) = 

j=1 
50 50 

where 

1 X 
j Xi.k k 

1/2 

for k =1,2. 

Note that this is not the structure of 
a correlation coefficient in the usual 
sense because, for a given person, the 
responses to the 50 newspaper headlines 
are probably not independent of one 
another. However, it is used here for a 
reliability measure in much the same way 
that it is used in cluster analysis as a 
measure of similarity between two units.3 
In the sample of 96 subjects, COR ranged 
from a low of .12 to a high of .99. 
Table 1 gives the frequency distribution 
of the values of COR. For this measure, 
a low score means low reliability and a 
high score means high reliability. 

The second measure of reliability 
is the Fisher -z transformation of the 
correlation coefficient discussed above, 
i.e. FISH. For a given value of COR, 

FISH = 1/2 In 
1 

The Fisher -z transformation was con- 
sidered as a potential reliability 
measure because it is approximately 
normally distributed and, perhaps then, 
the distribution of the 96 values of 
FISH would be approximately normally 
distributed. In the sample of 96 
subjects, the value of FISH ranged from 
.12 to 2.63. Table 1 gives the 
frequency distribution of the values of 
FISH. For this measure, a low score 
means low reliability and a high score 
means high reliability. 

Correlation coefficients, although 
used extensively as reliability 
coefficients, aren't always the best 
indication of reliability since they 
only measure the linear relationship 
between two variables. For example, in 
this study, a subject could have 
answered each of the 50 newspaper head- 
lines on the first interview with a 
judgment of 1 (stressful), and all 50 
headlines on the second interview with a 
judgment of 5 (reassuring). The reli- 
ability, as measured by COR, would be 
1.0. This doesn't sound intuitively 
reasonable, since this subject is 
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making very different judgments on the 
same headline at the two interview times. 
One way to measure reliability without 
this drawback is to use a squared 
distance measure, also common to the 
field of cluster analysis.3 The sum of 
squared deviations for each person i is 
given by 

SSD(i) = (Xijl-Xij2)2. 
j=1 

In the sample of 96 persons, this value 
ranged from a low of 3 to a high of 155. 
In order to use this measure so that a 
low value means low reliability, an 
adjusted squared deviation measure (ASD) 
is defined by 

ASD = 1 - SSD /155. 

This measure ranged from a low of 0.0 to 
a high of .98 in the sample of 96 
persons. Table 1 gives the frequency 
distribution of ASD. 

Table 2 gives the correlation 
coefficients between these three measures 
of reliability. In general, they are 
highly correlated with one another. 
Hence, it probably doesn't make too much 
difference which measure is used to 
select persons from the sample who would 
make "good," i.e., "reliable," judges. 
ASD is recommended, however, since it 
correlates highly with the other two and, 
in addition, has more of an intuitive 
appeal for this particular investigation. 

Independent Variables 

The independent variables which 
were used in an attempt to predict the 
degree of reliability are: 

1) Residence (1 =rural, 2 =small 
town) 

2) Race (1 =white, 2 =nonwhite) 

3) Sex (1 =male, 2 =female) 

4) Marital Status (1 =not married, 
2= married) 

5) Head of Household (1 =yes,2 =no) 

6) Occupation 
1 =professional 
2 =white collar 
3 =skilled 
4 =semi -skilled 
5 =unskilled 

7) Years Lived in Community 
1=< 1 year 
2 -r< years< 3 



3 =3 < years_ 6 
4 =6 < years< 10 
5=10< years < 20 
6 =years , 

8) Age (1 =20 -29, 2= 30 -39, 3 =40 -49, 
=50 -59, 5 =60 and above) 

9) Education 
1 =some college or college 
graduate 

2 =high school graduate 
3 =less than high school, but 
more than junior high 

4 =less than 6 years or no 
schooling 

10) Annual Family Income 
1 =income, < 3000 
2=3000< '.income < 6000 
3=60007 income< 9000 
4=9000< income< 15,000 
5 =income^ 15,000 

Note that variables 1 thru 5 are 
dichotomous, nominal variables. 
Variables 6 thru 10 are categorized, 
ordinal variables. 

Method of Analysis 

The three dependent variables COR, 
ASD, and FISH were considered separately. 
For each dependent variable, the 10 
independent variables were used in a 
stepwise multiple regression analysis in 
an effort to determine which variables 
influenced the measures of reliability. 

Variables 7 thru 10 could be used 
as indicated above, or else the median 
value of the category could be assigned 
to each person within the category. 
Both methods were used here, and they 
gave similar results. 

Results 

Only the results obtained by using 
the independent variables as indicated 
previously will be discussed, since the 
results obtained by using the midpoint 
of the categories for variables 7 thru 
10 were very similar. 

1. Regression Analysis of COR 

The correlations between COR and 
each of the independent variables 
ranged, in absolute value, from .001 to 
.18. COR was most highly correlated 
with race (r =.18), head of household 
(r -.13), and income (r= -.13). All of 
these correlations are, of course, very 
small. These three variables enter the 
stepwise regression equation in the 
above order and give a multiple R of .22 

(multiple R2 =.05). If all independent 
variables are allowed into the equation, 
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multiple R increases only to .24 

(multiple R2 =.06). Hence, none of the 
independent variables really explain a 
significant amount of the variability in 
COR. (None of the F tests for a regres- 
sion effect were significant at a =.05,) 

2. Regression analysis of FISH 

The correlation of FISH with the 10 
independent variables ranged, in absolute 
value, from .06 to .23. The highest 
correlations were with race (r =.23), 
income (r= -.16), sex (r -.11), and head 
of household (r -.11). The first two 
variables entering the stepwise regres- 
sion equation were race and sex. This 
yielded a multiple R of .26 (multiple 

R2 =.07). The F ratio, with (2,93) df, 
was 3.421, which is statistically 
significant at a=.05. However, the 
multiple R2 is still comparatively small. 

3. Regression analysis of ASD 

The correlation of ASD with the 10 
independent variables ranged, in absolute 
value, from .001 to .135. The highest 
correlations were with head of household 
(r= -.135) and race (r =.131). Using 
these two variables, multiple R was 

.18(multiple R2 =.03), and it was 
nonsignificant at a =.05. 

Discussion 

Only the reliability measure FISH 
showed a statistically significant 
relationship with any of the independent 
variables, although the multiple R was 
still quite small. Of interest are the 
correlation coefficients of highest 
value. For example, race had the highest 
correlation with the dependent variables 
FISH and COR and the second highest 
correlation with ASD. In all three 
cases, the correlation coefficient 
indicated that blacks have higher 
reliability coefficients than whites, 
although the magnitude of this relation- 
ship was statistically significant only 
for the reliability coefficient FISH. 
Head of household was another variable 
showing some of the highest correlations 
with the dependent variables. All three 
correlation coefficients indicated that 
persons who are head of households have 
higher reliability coefficients, although, 
again, the particular correlation 
coefficients are not statistically 
significant at a =.05. 

In general, one can conclude that 
none of the independent variables are 
useful in predicting the degree of 
reliability of the judges. 
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Frequency Distribution of COR, ASD, and FISH 

COR 

Range Frequency 

.0 -.10 0 

.11 -.20 1 

.21 -. 30 1 

.31 -.40 1 

.41 -.50 6 

.51 -.60 11 

.61 -.70 27 

.71 -.80 27 

.81 -.90 16 

.91 6 

Minimum .12 
Maximum .99 
Median .71 

ASD 

Range Frequency 

.00 -.10 4 

.11 -.20 8 

.21 -.30 5 

.31 -.40 18 

.41 -.5o 18 

.51 -.60 12 

.61 -.70 13 

.71 -.80 8 

.81 -.90 5 

.91 -1.00 5 

Minimum 0.0 
Maximum .98 
Median .46 

FISH 

Range Frequency 

.00 -.20 1 

.21 -.40 2 

.41 -.60 8 

.61 -.80 23 

.81-1.00 36 
1.01 -1.20 8 

1.21 -1.40 9 

1.41 -1.60 3 
1.61 -1.80 o 

1.81 -2.00 3 

2.01 -2.20 
2.21 -2.40 1 

2.41 -2.60 
2.61 -2.80 1 

Minimum .12 
Maximum 2.63 
Median .88 

Table 2 

Correlation Coefficients Between COR, ASD, and FISH 

COR ASD 

ASD .859 - 
FISH .886 .840 
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ERRORS OF MEASUREMENT AND 'ECOLOGICAL' CORRELATION 

John J. Chai, Syracuse University 

1. INTRODUCTIOPd 

The term " ecological correlation" 
refers to the correlation coefficient 
based on ecological data, which means the 
variables describing properties of groups 
(e.g., averages or proportions for city 
blocks, enumeration districts, census 
tracts, etc.) [12,21]. 

Robinson [21] demonstrated ecological 
correlations cannot be used to represent 
individual correlations. Since then, 
L.A. Goodman [12] generalized Robinson's 
work and discussed some special cases in 
which ecological correlations may be used 
to represent individual correlations. 

Despite the problems associated with 
ecological data, they are still used by 
many sociologists and scientists. The 
reasons for this practice may vary from 
case to case. Ecological data may be 
used because the main interest may be in 
studying group characteristics or the re- 
lationship between group and individual 
variables, or simply because the only 
data available are ecological data. 

In most cases, the variables we 
observe or measure are subject to errors 
of measurement. ?decently there has been 
a considerable amount of work in the 
study of errors of measurement [e.g., 2,3, 
7,13,14,16,20,22,23]. 

Quite recently, Chai [4], Cochran [8], 

Horvitz and Koch [15], Koch [17], and 
Mandansky [18] have contributed to the 
development of the theory and application 
of errors of measurement in surveys be- 
yond the univariate case. 

The purpose of this paper is to study 
the combined effect of errors of measure- 
ment and ecological (grouped) data on es- 
timation of the ordinary pearsonian pro- 
duct- moment correlation coefficient when 
the estimator used is based on a sample 
of ecological data. We present the mathe- 
matical model for the component bias 
factors of the estimator first and a dis- 
cussion of the estimates of the component 
bias factors next.) 

2. MODEL 

For the sake of simplicity, we con- 
sider a simple random sample of very 
large size n taken from a finite popula- 
tion on size N. This sample is then 
"interpenetrated" into subgroups, each 
subgroup containing = elements. We 

assume that each of M interviewers is 
assigned to a subgroup and that the col- 
lection and processing of data are 
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designed in such a way that there is no 
correlation between the response errors 
of any two units in different subgroups. 
This is to say that correlated errors are 
expected only within subgroups. We fur- 
ther assume that the survey is repeatable 
under a constant survey condition and 
that the finite multipliers for every sub- 
group 

(1 .)and for the entire sample (1 -7) can 

be pored. 

The model shown below, under the above 
simple assumptions, may be an over- simpli- 
fication of the real world; but the modi- 
fication and /or extension of the model 
for more realistic survey conditions can 
easily be made [e.g., 4,6,13]. 

Let xijt and yijt, respectively, be 

the sample responses for the j -th individ- 
ual unit of the i -th subgroup recorded at 
the t -th measurement. And let and 

yit, respectively, be the sample average 

responses for the i -th subgroup (group) 
recorded at the t -th measurement. 

Following Hansen et.al., [13], we 
write: 

xijt = Xij dijt (1) 

yijt = Yij eijt (2) 

where Xij and Yij are the conditional 

expected values, i.e., 

= t(xijtl i,j) (3) 

Yi j = jtI (4) 

and dijt and eijt are the "response devi- 

ations" of xijt and 

Suppose that we are interested in 
estimating the correlation coefficient of 
expected values for individual units 
(Xij and Yij), from a sample 

of grouped data. 

Let the estimator of p be the Pear - 
sonian product- moment fórmula based on, 
the sample grouped data, i.e., 

rAt = 

sx(t)sv(t) (5) 

where sX(t) is the between -area sample 



covariance observed for the t -th trial 
and and s(t) respectively are the 
between -area sample standard deviations 
observed for the t -th trial. 

Now, let 

EE 
= st 

1/2 
(st x(t) st 

(6) 

Then, it is shown [5]- 1/ that, under 
the survey conditions assumed in this 
paper, 

= (E1) (E2) (7) 

where E1, the component bias factor due 

to errors of measurement only, is defined 
by 

2 2 

[(1 + ad /aX)(1 + ad /2S (8) 

and £2, the component factor due to 

grouping and interaction between errors 
of measurement and grouping, is defined 
by 

£2 (PA /P) (1 

(1 +ade(B) /aXY(B)) (9) 

1 + ade /aXY 

2 
l+ /aX(B))(1 /aY(B))]1 /2 

2 2 
where ad' ae and ade respectively are 

"simple response variance and covariance" 
[13]; 2 and are the variance ay, aXY 

and covariance of expected values for 
ungrouped data; 2 2 and 

ad(B)' ae(B)' ade(B) 
are the variance and covariance of the 
response deviations for grouped data 
2 2 

ax(B), aY(B), and aXY(B) are the variance 

and covariance of expected values for 
grouped data: and pA= aXY(B) /aX(B)aY(B) 
is the ecological correlation coefficient 
for expected values (see reference [5] 
for further details). 

Let, the third term of Equation (9) 
above be denoted by E3. We call £3 the 
bias component factor due to grouping. 
rurthermore, we define the interaction 
term, I by the ratio of c3 to i.e., 

I = 

Then, from Equation (9) we have 

E2 = 

(10) 
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and from Equation (7) we have 

= (12) 

If I = 1 (no effect due to interaction), 
then we have = (13) 

We may express Equation (7) above using 
the definition 

s 
2 

s 
2 1/2 

p =st sxy(t) sx(t)) Sy(t))] 

(P).(E1) (14) 

where and 

ly are the sample variance and covariance 
of observed values for ungrouped data. 
Hence, 

= (P *)'(E2) 

In summary, we have for grouping effect 
only: 

PA = (E1)(c2) /(E3) (16) 

combined effect of errors of measurement 
and grouping: 

= (PA if +1 (17.1) 

(15) 

= (P A /0-(E1) if I = 1 (17.2) 

3. ESTIMATION OF COMPONENT BIAS FACTORS 

A detailed discussion of the estima- 
tion procedures used to estimate c1, £2 
and E3 are given in reference [5] and a 
brief summary of the estimators used is 
given in the Appendix of this paper. 

The sample estimates of the bias fac- 
tors are calculated for some housing 
variables and are summarized in Table 1. 
These estimates are obtained from two dif- 
ferent sources --(1) the 1960 Census of 
Population and Housing as the original 
data and a probability sample of 5000 
housing units located in approximately 
2500 area segments of the United States 
in October 1960 (six months after the 
1960 Census) for reinterview purposes [22] 
and (2) the six -city sample data used for 
the purposes of evaluating the quality of 
housing units at the Bureau of the Census 
in 1964 -65 [23]. 

The'first set of sample data is used 
primarily to estimate the simple response 
variance components (a2 /a2 2 2) and the 

d X' e Y 

covariance component (ade /aXY)' and 
the 

second sample data was used exclusively 
to estimate the averages of the correlated 

component of response variances e) 



and covariance (*de)3 The ecological 

data used are for city blocks, enumera- 
tion districts (ED), and census tracts. 

4. DISCUSSION 

First we discuss the grouping effect 
only (see column 3 of the table) 

and secondly we study the combined effect 
of errors of measurement and grouping 

/p) (see columns 6 and 7 of the 

table). 

Grouping Effect 

The estimates, of p estimated by 

rAt (see Appendix) in Column 2 of the 

table reflect the estimates of the ratio 
of the ecological correlation to indi- 
vidual correlation based on observed 
values, which, of course, are subject to 
errors of measurement; whereas the esti- 
mates of show the grouping effect 

only (no errors of measurement are 
included). 

The estimates of pÁ /p* show results 

that are quite similar to the ones given 
by the earlier experimental works (Gehlke 
and Biehl [10], Rbbinson [21], Duncan and 
Davis [9], Abel and Waugh [1] and 
Pritzker and Selove [23]). In other 
words, the earlier works showed that (1) 
the estimates of are greater than p* 

(i.e., /p * >1) and that (2) the esti- 

mates of are greater for a large group 

than for a small group. 

However, the estimates of /p do not 

necessarily follow the same patterns as 
the ones given by the estimates of /p *. 

We note first that the estimates of /p 

are smaller than the estimates of /p* 

for most of the cases given in this study. 

This is evident, since 

=(pp)(ei ) = (A).(I) 

and the estimates of the interaction term 
I are significant]'y greater than one for 
most cases (Column 5). In fact, a com- 
parison of the estimates of /p with 

those of "I" reveals the interaction 
effect to be stronger than the grouping 
effect. 

Furthermore, we note that, unlike the 
estimates of /p *, half of the estimates 
of /p given to this paper does not 
increase as the area size increases. 
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This seems to imply that the ecological 
correlation in the absence of errors of 
measurement has an attenuating effect on 
the ordinary estimator of p(rAt) rather 

than an inflating effect as was indicated 
by the earlier works. 

Also, the estimates of "I" given in 
this paper definitely cast some doubts on 
the possibility that "random errors" 
(Yule and Kendall [24] may cancel out 
when individual units are grouped and 
when the size of the group increases. 

Combined Effects [See Equations (7), 
(17.1), and (17.2) 

Columns 6 and 7 show the estimates 
for the combined effect (cl.e2). The 
estimates of (c1.c2) are greater than 

one for all cases except one, meaning 
that the estimator over -estimates p, 

on the average, for most of the cases 
studied. 

Furthermore, the estimates of (cl.e2) 
for larger -size groups are greater than 
those for small -sized groups. This indi- 
cates that the bias due to errors of 
measurement and grouping are increasing 
as the size of ecological groups 
increases. 

It is interesting to compare the 
estimates of =p * /p, component bias fac- 
tor due to errors of measurement when no 
grouping is made (Column 1), with the 
estimates of c2 =(pÁ /p).(I) (Column 2); 

for the estimates of c2 are greater than 
the ones for ci in practically all of 
the cases considered. This, of course, 
suggests that the grouping and 

interaction (I) effects are greater than 
the effect due to errors of measurement 
alone. 

The estimates of the component bias 
factors presented above simply illustrate 
that the estimation of the individual 
correlation p using the Pearsonian prod- 
uct- moment estimator based on ecological 
data (rAt) is affected not only by 

grouping error but also by errors of 
measurement and by the interaction of the 
two. Although more study based on more 
variables are needed, this study clearly 
demonstrates the possible bias due to 
errors of measurement and to the use of 
the estimator of the ecological correla- 
tion coefficient for estimation of the 
individual (ungrouped) correlation coef- 
ficient. 

Appendix 
ESTIMATORS USED 

Detailed account of estimation procedures 



is given by reference [5]. Only a brief 
summary of the estimators used is given 
below. 

1. Estimator of el, 

To estimate e1, the factors 

2 2 2 2 

ade /aXY' 
ad (or ae must be 

estimated. The estimator used for 

(or ae is [4]: 

g 

where 

-1 - g 
(A -1) 

ñ 
g = 

(xijt 
- xlit,)2 (A -2) 

is the "gross difference rate" [14] and 
is the estimator of 2: and 

ad 
2 2 2 

sx(T) 
2 2 2 

is the estimator of ax(T)& aX + ad 

Hence, is the estimator of 

(A -3) 

2 2 

ad /ax(T), "index of inconsistency" [14]. 

The estimator of ade /aXY [4]: 

h - h 
2sxy(T) 

2sxy(T2)-1-1 

where 

(A -4) 

h = 
i(xijt 

- xijt,)(yijt 

(A -5) 

is the estimator of ode (see reference 

[20]) and 
sxy(T) 

[see (A -3) above] is 

the estimator of axy(T) 
+ 

2. Estimator of e2 

Noting that 

we use 

£ 
2 

rAt rt (A -6) 

276 

as the estimator of e2. Where 

= 
sxy(t) 

sx(t)sy(t) 

3. Estimator of e3 

is: 

To estimate e3, the factors 

(A -7) 

2 2 

ade(B) /aXY(B) 
and ad-B-/ 

2 2 ) must be estimated, 
(or ae(B) /aY(B) 

2 2 

where ade(B), 
ad(B), and ae(B) 

are 

given by 
fide' Ed' (see footnote 21 

2 2 
The estimator of Ad /aX(B)(or /aY(B) 

- 
2 2 

i(t) (t) 

where 

2 

Ad (sx(t) 

- 

(A -8) 

(A -9) 

is the estimator of Ad and is the 

2 2 

estimator of ax(B)(T)AaX(B) + 

The estimator of ode /aXY(B) 
is: 

ide (1-ide 
xy(t) 

-1 
(A -10) 

where 

de sxy(t) 
-1 

is the estimator of Ede and sig(t)is 
the 

estimator of axy(B)(T) aXY(B) +Ade 
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are those of the author and not necessar- 
ily those of the Bureau of the Census. 

1/ Reference [5] shows that: 

0( 

2/ For the survey conditions defined 
here, 

2 2 

ad(B) and 

Ede' 
where and Ede respec- 

tively are the average of the corre- 
lated component of the response 
variance and covariance (the corre- 
lated component of the response 
variance and covariance are based on 
the intraclass correlation coeffi- 
cient of response deviation for 
subgroups). 

3/ Although the sample data used to 
estimate , and are dif- 

d e de 
ferent from the sample estimating 
the simple response variance and 
covariance components, the estimates 
of and obtained from the six - 

d e 

city data seem to show the order of 
magnitudes and the patterns of vari- 
ation for the different ecological 
groups similar to the ones estimated 
at the Census Bureau for other 
variables based on a much larger 
scale survey [2,5]. 
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AN ECONOMETRIC MODEL OF TAIWAN WITH POPULATION POLICY VARIABLES 

Kong Chu, Terry Seaks, John Wall, Denis Karnosky, Owen 
Irvine & Thomas Naylor, Carolina Population Center 

Introduction 

In most previous attempts to con- 
struct econometrijc models of developing 
countries, population is treated as an 
exogenous variable which affects the 
economy in question but is not effected 
by it. That is, causality is usually 
assumed to operate in a single direction. 
This paper takes a somewhat different 
point of departure, namely that the 
economy of a country and the size of its 
population are jointly determined, and 
if one wants to understand the process 
of economic development he must attempt 
to delineate these relationships of 
mutual causality. 

In this paper we describe a 24- 
equation econometric model of the economy 
of Taiwan which was estimated using two - 
stage least- squares on the basis of 
annual data for the period 1953 -1968. 
Sixteen of the equations of the model are 
behavioral equations. The major sectors 
of the model include consumption, invest- 
ment, foreign trade, production, monetary, 
labor force, and population. Unique to 
this model is the inclusion of equations 
explaining the birth rate and death rate 
for the economy of Taiwan. Of particular 
interest is the fact that the birth rate 
equation includes population policy 
variables. (Four alternative specifica- 
tions of the birth rate equation are 
presented.) Computer simulation experi- 
ments for purposes of validation of the 
model are also included. Using the mean 
absolute percent error as a measure of 
goodness -of -fit for the simulations, the 
model is shown to yield extremely pro- 
mising results over the data base period 
1953 -1968. 

The variables and equations for the 
model are defined and specified in the 
following section. 

TAIWAN MODEL: 1953 -1968 

Definition of Variables 

Endogenous Variables 

Birth = Live births per 1000 

C = Consumption expenditure in 
millions of 1963 NT dollars 

Curr = Currency in millions of NT 
dollars 

DD = Demand deposits in millions of 
NT dollars 

Death = Deaths per 1000 

Exp = Exports in millions of 1963 
NT dollars 
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I = Total investment in millions of 
1963 NT dollars 

Iagr = Investment in agriculture in 
millions of 1963 NT dollars 

= Investment in industry in 
millions of 1963 NT dollars 

I = Investment in services in 
ser millions of 1963 NT dollars 

Imp = Imports in millions of 1963 NT 
dollars 

Kagr = Capital stock in agriculture in 
millions of 1963 NT dollars 

Kind = Capital stock in industry in 
millions of 1963 NT dollars 

Kser = Capital stock in services in 
millions of 1963 NT dollars 

Lagr = Labor employed in agriculture 
in thousands 

Lind 
= Labor employed in industry in 

thousands 

Lser = Labor employed in services in 
thousands 

NNPA = Net national product in 
millions of NT dollars 

NNPreal = Net national product in 
millions of 1963 NT dollars 

P = Implicit price level, 1963 =100 

Pop = Population in thousands 

Yagr = Agricultural output in millions 
of 1963 NT dollars 

Yind = Industrial output in millions 
of 1963 NT dollars 

Yser = Services output in millions of 
1963 NT dollars 

Exogenous Variables 

Inv = Changes in inventories in 
millions of 1963 NT dollars 

IWT = Index of World Trade, 1963 =100 

Over 60 = Percent of population over age 
60 

Time = Time with 1953 =1,...,1968 =16 

WPI /PTE = Ratio of World Price Index to 
price of Taiwan exports, 
1963 =100 

Policy Variables 

CMR = Crude marriage rate per 1000 

*DVFP = Dummy variable for family 
planning program, equals zero 
from 1953 to 1963, one from 
1964 to 1968 



Policy Variables (continued) Foreign Trade 

LnImp = .9060 LnI + .1373 Lnlnv 
(18.54) (2.35) 

R2 D.W. 

Igovt = Government investment in .99 2.36 
millions of 1963 NT dollars 

Lit = Literacy rate in percent LnExp = 2.0476 LnIWT + .8804 LnPTE 
(200.00) (2.96) 

*Loops = Yearly acceptances of inter- 
uterine devices per thousand R2 D.W. 
population (1953 -1963, .96 1.66 

Ex = Yearly expenditure of family 
planning per thousand popula- 
tion in constant 1963 NT 
dollars (1953 -1963, Ex =O) (5) 

Loops =0) 

*Loops + Yearly acceptance of inter - 
Pills uterine devices plus pill 

users 

r 

Ygovt 

= Total money supply in 
millions of NT dollars 

= Interest rate, December of 
each year 

= Government output in millions 
of 1963 NT dollars 

*These can be policy variables if alter- 
nate Birth equations 15a, 15b, and 15c 
are used. See "Population: Alternative 
Birth Equations." 

Production 

Lni'agr LnKagr = .7662(LnLagr- LnKagr) 
(19.78) 

R2 
.96 

+ 1.7738 
(21.33) 

D.W. 
.90 

(7) 

LnYind-LnKind .6558(LnLind-LnKind) 

+ 2.2550 
(16.71) 

R2 D.W. 

Behavioral Equations 97 .57 

(8) 

Consumption LnYser LnKser 7692(LnLser LnKser) 
(19.47) 

C = .6965 NNPreal + 8325.2376 + 2.4410 (48.90) (8.27) 
(18.55) (9) 

R2 D.W. 
R2 D.W. 

.99 1.14 .96 .55 

Investment 
Monetary 

Iagr = .0217 NNPreal + .0455 Yagr 
DD = .1150 NNP - 468.4520 r (4.91) (2.65) 

(26.67) (-5.62) 

R2 D.W. (2) R2 D.W. .94 1.82 
.96 .44 

.1288 NNPreal 745.4407 r Curr = .0646 NNP 
(14.39) -1 (-4.17) (40.02) 

R2 D.W. (3) 

.89 .45 

= .3009 - 594.8094 r ser (14.66) ser (_4.6302) 

R2 D.W. 
.92 1.00 

(4) 

2 D.W. 
.97 .38 

(10) 

Labor Force 

Lagr = .2158 Pop - 53.7030 Time 
(131.12) (- 28.38) 

R2 D.W. (12) 

Note: In all equations, the values placed .95 .98 
in parentheses below coefficients are t- 
statistics. R2 is the multiple correla- L .0290 Pop + 8.6671 Time 
tien coefficient adjusted for degrees of 

ind (19.67) (5.12) 
freedom. D.W. is the Durbin -Watson sta- (13) 
tistic. Ln denotes the natural logarithm. R 

2 
D.W. 

.94 .69 
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Labor Force (continued) 

Lser = .0813 Pop 
(88.26) 

.93 

Population 

Birth = -2.2659 Ex + 3.6305 CMR 
(- 4.111) (12.109) 

NNPreal 
Yagr+Yind+Yser+Ygovt 

P NNP$/NNPreal 

(21) 

(22) 

(14) 
D.W. Pop E Pop_1(1 +Birth /1000- Death /1000) (23) 

.95 

+ 1.0866 Death 
(3.458) 

R2 D. W. 

.95 1.20 

(15) 

Death = -.0013 NNPreal /POP - .1173 Lit 
( -9.83) -4.8o) 

+ 547.1673 Over 60 
(15.51) 

.91 
D.W. 
2.18 

(16) 

Population: Alternative Birth Equations 

Birth = .7702 Death - 4.0014 DVFP 
(2.71) -2 

( -5.74) 

+ 4.0220 CMR - .5734 (15a) 
(5.90) 

R2 D. W. 

.97 1.75 

Birth = -4.4717 Loops + 3.7818 CMR 
(- 4.985) (13.582) 

+ .94111 Death 
(3.246) 

2 D.W. 
.96 1.48 

(15b) 

Birth = -3.8519 (Loops +Pills) 
(- 4.957) 

+ 3.7601 CMR + .96062 Death 
(13.590) (3.328) 
2 (15c) 

R 
.96 

D.W. 
1.32 

Identities 

Iagr+Iind+I!ser+Igovt 

Kagr Kagr_i 
+ Iagr 

Kind Kind_1 + Iind 

Kser_1 + Iser 
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Q E DD + Curr (24) 

Description of the Model 

Consumption 

The consumption equation (1) re- 
lates total consumption to the real net 
national product. Real net national 
product was used rather than disposable 
income because of the unavailability of 
a suitable data series for disposable 
income or the component series necessary 
to compute disposable income from net 
national product. The decision to use 
net national product was based on the 
assumption that it was probably a more 
appropriate proxy for disposable income 
than any other variable for which data 
were available. 

The annual marginal propensity to 
consume was found to be approximately .70 
which is in the expected range for Taiwan. 

Investment 

Investment was disaggregated into 
the agricultural, industrial, and service 
sectors. Agricultural investment (2) was 
found to be related to current net 
national product and the net national 
product of the agricultural sector in the 
preceding year. Earlier regressions 
indicated that agricultural investment 
was not significantly related to the 
interest rate. This specification ap- 
pears to be tenable, especially consi- 
dering the lack of modern credit 
facilities serving the agricultural 
sector in Taiwan. 

Investment in both the service 
sector (3) and the industrial sector (4) 
was found to be related to the current 
output of that sector and to the supply 
price of capital --that is, the long -term 
interest rate. Thé aggregation of such 
capital intensive industries as the 
electric industry and the transportation 
industry under the service sector repre- 
sents an argument for the observed rela- 
tionship between service investment and 
the long -term interest rate. 

Foreign Trade 

Both the export and import equa- 
tions were estimated in their log- linear 
forms, as is frequently the practice. In 
the export equation (6), the Index of 
World Trade is used as a proxy for the 
rest of the world's demand for Taiwan's 



produce. Exports were also found to be 
related to the prices of Taiwan's export 
commodities relative to the prices of 
goods traded in world markets. We expect 
a positive sign on the ratio of the World 
Price Index to an index of the price of 
Taiwan's exports; as world prices rise 
relative to Taiwan's prices, Taiwan's 
exports become relatively more attractive. 
The coefficient of WPI /PTE, .88, is an 
elasticity --the elasticity of demand for 
Taiwan's exports with respect to the 
price ratio (WPI /PTE). The obtained 
value is in the expected range. Imports 
(5) were found to be related to two 
measures of investment demand, fixed 
capital formation (I) and additions to 
inventory (Inv). This is a reflection of 
the fact that a very large and growing 
portion of Taiwan's imports are used for 
investment. (The situation is slightly 
changed after 1970; imports of consumer 
goods have been increasing steadily as 
the government eases up on the permits 
for consumer goods imports.) 

Production 

The three equations describing 
sector outputs --(7), (8), and (9) --all 
assume the familiar form of linearly 
homogeneous Cobb -Douglas functions. They 
possess the theoretically attractive 
properties of constant returns to scale, 
positive first partials, and negative 
second partials. Other specifications 
such as quadratic functions or homo- 
geneity of some degree other than zero 
were tried, but in all cases they yielded 
significantly worse results. 

A note of explanation is necessary 
for the capital series that we employed 
for each of the three sectors. The only 
available breakdown by sectors gave 
annual current price investment figures. 
We converted these to a real series by 
applying appropriate sector deflators to 
agriculture and industry and applying the 
Consumer Price Index to the service 
sector. The real investment figures were 
then summed from 1951 to time t, yielding 
sector capital for t =1953 to t =1968. Some 
bias will clearly result for early years 
where sector capital stock is underesti- 
mated, but it is probably quickly domina- 
ted by rapidly rising investment expendi- 
tures that began to occur in the mid - 
fifties as Taiwan's rate of development 
increased. Because of the fact that 
investment rose rapidly and out of fear 
of introducing further bias, no attempts 
were made to extrapolate the investment 
figures backwards or correct the early 
years capital figures. 

Monetary Sector 

Equations (10) and (11) and iden- 
tity (24) comprise the monetary sector of 
the model. They provide the three endo- 
genous variables -- demand deposits, 
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currency, and nominal NNP. These 
variables are influenced by the exogenous 
interest rate and the total money supply. 

In its present specification we 
have essentially a simple quantity theory 
that is reminiscent of the "classical" 
macroeconomics. Increases in the money 
supply affect prices via equations (24), 
(11), and (22). However, the real sector 
of the model is unchanged by such in- 
creases or decreases. 

Equation (10) estimates the quantity 
of demand deposits as a function of nomi- 
nal NNP and the interest rate. A higher 
nominal NNP requires a higher level of 
deposits, but since the interest rate 
acts as a "price" for demand deposits, we 
find the expected negative sign on r. 
Changes in the interest rate will affect 
not only demand deposits, but also invest- 
ment in the industrial and service 
sectors. 

Labor Force 

The three "supply of labor" equa- 
tions (12), (13), and (14) relate total 
population to the labor force in the 
three sectors. At first we attempted 
some conventional labor supply equations 
based on wage rates and wage shares. In 
many cases the signs of the coefficients 
were wrong, and often significantly so. 
Wages were then abandoned in favor of the 
simple population and time trend arguments 
that appear in the equations. This pro- 
duced satisfactory prediction in all 
cases and even yielded significant evi- 
dence of a time trend movement of workers 
out of agricultural employment and into 
the industrial sector. This is logically 
consistent with the country's attempts to 
develop industrially. (Further, during 
the period 1953 -1968 there was no signi- 
ficant time trend in the labor equation 
for the service sector.) 

Demographic Sector 

The demographic sector consists of 
two behavioral equations --one estimating 
the crude birth rate (15) and the other 
the crude death rate (16)- -and an identity 
(23) for calculating total population. 
Crude birth rates and death rates were 
used rather than age- specific or standar- 
dized rates to avoid unnecessary complica- 
tions in the specification of the 
equations. 

The birth rate equation (15) relates 
the crude birth rate to the death rate 
lagged two periods and the crude marriage 
rate. Perhaps the most interesting 
aspect of the birth rate equation is the 
inclusion of a population policy variable, 
Ex, which reflects annual expenditures 
for family planning per thousand popula- 
tion for the years 1964 through 1968. 
This variable takes on a value of zero 
over the period 1953 through 1963 since 



the Taiwan family planning program was 
not inaugurated until 1964. The three 
alternative specifications of the birth 
rate equation are also included- -equa- 
tions (15a), (15b), and (15c). Each of 
these equations includes the death rate 
lagged two periods and the crude marriage 
rate as explanatory variables. In equa- 
tion (15a) the effects of the national 
family planning program are reflected 
through the use of a dummy variable which 
takes on the value of zero for the years 
1953 through 1963, when Taiwan had no 
family planning program, and the value 1 

for the period 1964 through 1968 --the 
period in which Taiwan did have a family 
planning program. Equation (15b) follows 
a slightly different specification in 
terms of the population policy variable. 
In this case the annual acceptance rate 
of inter -uterine devices per thousand 
population was used as the policy 
variable. Finally, in equation (15c) the 
yearly acceptance rate of inter -uterine 
devices plus pill users was the policy 
variable. In each specification of the 
birth rate equation, the population 
policy variable was clearly significant 
at the .01 level, indicating that 
Taiwan's family planning program had 
indeed led to a reduction in the birth 
rate in Taiwan. 

The specification of the birth rate 
equation draws heavily on the recent work 
of T. Paul Schultz, who has successfully 
explained the changes in fertility in a 
number of developing countries [2]. 
Schultz has formulated an econometric 
model which attempts to explain the 
frequency of births in a population in 
terms of three groups of factors that 
influence parents' desires for births: 
(1) the family size goal or number.of 
surviving children that parents want; 
(2) the incidence of death, mainly among 
offspring, which necessitates an adjust- 
ment in birth rates to achieve any given 
family size goal; (3) the effect of un- 
certainty in the family formation process 
where births, deaths, and remarriage are 
unpredictable. 

The death rate equation (16) con- 
tains environmental variables -- average 
income and the literacy rate --and a third 
variable whose effect is simply that of 
compensating for the effect of a changing 
age structure on the crude death rate. 
Several attempts to identify one or more 
variables representing measures of the 
availability of medical personnel or 
health care delivery services were found 
to have insignificant effects on the 
death rate. Neither registered medical 
personnel per thousand population nor 
health delivery facilities per thousand 
population were found to have coeffi- 
cients which were significantly different 
from zero. 
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On the other hand, average income 
may assumed to represent a type of 
measure of social well- being, and the 
literacy rate may represent a measure of 
the accessability to modern health 
information. 

The third variable -- percent of 
total population over sixty -- represents 
an attempt to come up with a crude proxy 
for the age structure of the population 
of Taiwan. As the mortality rate in 
younger age groups declined rapidly, with 
the decline of the birth rate lagging 
behind, Taiwan's population became much 
younger. Therefore, part of the decline 
in the crude birth rate is attributable 
to the lowering of the average age of the 
population along with the lower age - 
specific mortality rates in younger age 
groups. This may be a transitory pheno- 
menon; as both the birth rate and death 
rate continue to fall, the population 
will again have an older age structure 
which will cause an increase in the death 
rate, ceteris paribus. 

Computer Simulations 

A severe test of the validity of a 
large -scale econometric model is how well 
does the model predict the behavior of 
the observed values of the system when 
the model is treated as a closed -loop 
simulation. To validate a model of 
Taiwan, we have repeatedly solved the 
model for the endogenous variables of the 
system in terms of the exogenous 
variables, policy variables, and lagged 
endogenous variables. The values of the 
lagged endogenous variables are those 
generated by the model in the preceding 
period, thus making the simulation a 
completely closed -loop procedure. 

Since the model contains several 
non -linear equations, it was necessary to 
use the Gauss -Seidel method to solve the 
system of simultaneous non -linear dif- 
ference equations. Since space limita- 
tions do not permit giving complete 
simulation results, a table of the mean 
absolute percentage error for eleven of 
the more important variables is given 
below. 

In future experiments with the model 
we expect to experiment with the effects 
of alternative population, monetary, and 
fiscal policies on the behavior of the 
Taiwan economy. 



Table 1 Data Sources 

Simulation Results 

Variable 
Mean Absolute 

Percentage Error 

Birth Rate 2.3 
Death Rate 8.3 
Population 1.1 
NNP (real) 7.3 
Consumption 5.2 
Imports 17.4 
Investment 17.8 
Currency 8.7 
Demand Deposits 9.2 
NNP (nominal) 7.1 
Price Level 13.1 

284 

Bank of Taiwan 
Central Bank of China 
Government Bureau of Audit and 
Statistics 

Ministry of Communication 
Ministry of Economic Affairs 
Ministry of Finance 
Population Registration Statistics of 
Taiwan (monthly bulletin) 
Provincial Department of Commerce 
Report of Taiwan Labour Statistics 
Taiwan Customs 
Taiwan Demographic Fact Book (annual 
publication) 
Taiwan Power Company 
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LIFETIME INCOME VARIABILITY AND INCOME PROFILES 

Martin David, Institute 
University of Michigan, and 

1. Ipgtroductton 
types of dynamics provide the macro- 

economic context that generates individual in- 
comes. 1) Individual skills, energy, and human 
capital imply systematic variation in earnings as 
individuals age. 2) Changes in the price level, 
productivity, and factor endowments imply global 
changes in the yield of human, physical, and 
financial assets held by individuals. 

In this study the aggregative effects of 
both types of dynamics are taken as given, and 
the proper subject for another investigation. 
The questions raised by our analysis pertain to 
the nature and variability of individual income 
experiences within this global context: 

1) Does an individual establish and maintain 
a relative income position within the birth co- 
hort and population group to which he belongs? 
Or does income variation reflect random movement 
relative to the mean experience of the group? 

2) Does aging produce increases in the vari- 
ance of income? 

3) Are changes in relative income position 
randomly distributed in time, or is some simple 
stochastic process involved? 

4) To what extent do the age -income dynamics 
vary significantly among identifiable population 
groups? 
Considerable interest attaches to these questions. 
Policy makers would like to know to what extent 
poverty is a transitor phenomenon. Forecasters 
would like to know the stability of income as an 
important factor influencing consumption choices. 
Tax experts are interested in variability as it 
affects the need for averaging under a progressive 
tax law. 

In this paper we describe the pattern of in- 
come received by individuals filing at least five 

tax returns in Wisconsin from 1947 to 1959, with 
observations in at least four pairs of adjacent 
years. We fit a trend to the pattern observed 

for each individual. The results may be displayed 
simply as a distribution of such individual para- 
meters (David and Miller [1970]) or they may be 
interpreted as observations in a random coeffici- 
ents model. The latter approach will be developed 
in the following section. Tests of alternative 
models are presented in section 3. The paper 

concludes with a discussion of the relationship 
between occupational mobility and the model's 

parameters. 

2. Specification of the Model 
To normalize income observed for persons of 

different ages, income of each individual in each 
year was measured relative to the mean for his 
birth cohort in that year. Thus the dependent 
variable in this study is defined 

_ Yit 
Yit 

Yit is the adjusted gross income received by i in 

year t. Ct(Bi) is the mean income for all indi- 

viduals born within an interval of years that 
includes the birth year Bi of the individual in 

[1] 

285 

for Social Research 
University of Wisconsin 
in.question.l 

The variable is invariant to inflation 
that systematically raises all sources of adjust- 
ed gross income. It is also invariant to any 
change in real return to human, physical, or 
financial capital that is uniform over the co- 
hort. For example, an improved technology that 
provides increased return to both capital and 
labor does not affect yit 

For each birth cohort the expected value 
of is the ratio of expected adjusted gross 
income for the taxpayer universe to the esti- 

mated mean Census income received by the cohort 
in that year. 

Nothing about the choice of yit as a depen- 

dent variable imples that a particular age - income 
profile must apply for any particular group. The 
global age - income profile for a birth cohort 
{Ct(Bi)) is an average of disparate experiences. 

Indeed, we may suppose that the population is 

partitioned into K groups that are homogeneous 
with respect to human and other capital. It 

is then reasonable to suppose a common response 

of incomes within the group to market forces, 
and a common development of income with aging. 
We designate that individual i is in the kth 
group by a prescript; thus refers to the 

relative incoe position of the íth individual 
within the kt group. 

Two models are assumed for the generation 
of 

kyit. The first assumes a systematic trend in 

relative income position: 

ka 
+ k8(t -1959) + 

kui + kvit [2] 

where 

kui N(0'ko) k°it N(O' kov) [3] 

Cov(kui' 
kyit) 

i k and 
1948 t 1959 

Cov(kvit' 
k it'» 

0 i k 

t and 1948 t, 

< 1959 

We refer to this model as the simple trend model. 
The parameters ka and establish a sytema- 

tic trend for the adjusted gross income of the kth 
group relative to the mean income estimated for 
the cohort. The parameter k8 < 0 indicates that 

the group loses relative income position during 
the period observed; k8 > indicates the converse. 

The parameter ka indicates the expected relative 

income position for the group in 1959. In addition, 
individual characteristics determine the distri- 
bution of individuals about the group trend accord- 
ing to kui. kui < 0 implies that on the average 

an individual occupies a position below the trend 
line for the group. Finally, in any given year 
the relative income position of an individual is 
determined by a random drawing from the error 
process that determines 

kvit. 
These concepts are illustrated in Figure la. 



is given by the ratio ao /bo. A value of 
k0>0 

is reflected in the larger slope of aa'relative 
to bb'. Finally cc' reflects u > 0, where the 

ith individual has an average relative income 
position greater than that of the group to which 
he belongs. The collection of all individual 
experiences in the group determines the kau 

shown in Figure lb. The random motion about the 
trend for the individual is measured relative to 
the displaced trend observed for the individual 
shown in the Figure by kay. 

The second model is identical to the first, 
except that kwit replaces kvit in equation [2]. 

is defined by the autoregressive relation: 

kwit pi kwi,t -1 + kvit 

-1 < p < 1 

We refer to this model as the autoregressive 
model. It will be convenient to distinguish para- 
meters of the autoregressive model by using 
primes; refers to the trend model, 

ka' 
to the 

autoregressive model. To assure that the vari- 
ance of kwit is finite, pi must have an absolute 

value less than unity. If pi = 1 the process is 

a random walk, and estimates of 
kau' 

and cannot be obtained from the usual auto - 

regressive transform (Malinvaud [1966] 379 -82). 
We refer to the estimators of the parameters by 
using corresponding Roman letters kri, ka', kb', 

s' s' ku' kv. 
Choice between the autoregressive and the 

simple trend versions of the stochastic model can 
be made on the basis of the variance explained by 
the models. We test the hypothesis that estima- 
tion of ri fails to contribute significantly to 

the explained variance, using the conventional 
F -test. 

[4] 

Interpretation of the Models 

As {C 
t 

(B )) is the time series of expected 
i :come for a cohort, the model provides that the 
expected income of the kth group is equal to 

+ kß[t - 1959]. 

If the experience of a subpopulation is exactly 
the same as the cohort taken as a whole ka 1 
and 

kß 
= 

The model most nearly parallel to our auto - 
regressive model is that of Fase [1970, 10 -11]. 
He develops a stochastic model for the distribu- 
tion of earnings for individuals of different 
ages. Upon entry into the labor force at age s 
earnings e are lognormally distributed according 
to A(e ; 

2 
). Subsequent earnings are autore- 

gressivelysdevaloped from the drawing obtained at 
age s: 

in et = et_l + (r - t) + 

t = s +1, s +2, T 

where is normally distributed and 

[5] 
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i) E(ut) = 0 

ií) var(ut) = a2 

iii) cov(gn et ut) = 0 i = 1,2,... t -s 

iv) cov(ut' 
ut +r) = 

0 for t > a and r #0 

For comparison with our autoregressive model, 
equation [5] can be written as 

= -1 
n exp -1959) 

kuit] 

where n is the appropriate constant resulting 
from the substitution of 1959 for T. 

Fase's model is purley multiplicative and 
depends on the individual's earnings in the last 

period. Our autoregressive model is additive in 
the error terms and depends on cohort income 
changes as well as individual income changes. Re- 
arranging terms in Appendix equation [Al] gives 

Y 
i,t-1 

p 
(Bi) 

ui+ vit] 

Ct(Bi) 

Yit piYi,t -1 

+ (1 -pi) Ct (Bi)(ka + -1958] 

+ + [1 
i 
]ui + vit) [7] 

Aside from the difference between logarith- 
mic and linear formulations, stochastic process 
[7] is more general than [6] as the formulation 
permits a weighting of past income experience 
of the individual (let term on ther.h.s. of [7]) 

with the global experiences of the cohort (2nd 

term on the r.h.s. of [7]). 

Both models permit estimation of an initial 
variance in income positions for the group and a 
variance associated with the subsequent develop- 
ment of incomes. 

3. Empirical Results 
Table 1 presents a summary of our two models 

as fit to individual time series on adjusted gross 
income for males in Wisconsin for the years 1948- 
59. Parameters are estimated as appropriately 
weighted means of individuals' estimates. The 
justification for this procedure and the formulas 
used are shown in Balestra and Nerlove [1966, 

pp. 606 -8, equations (43 -44)]. The mean intercept 
estimated exceeds unity for both models. This 
result is to be expected from the fact that 

was estimated for all income receivers, 

while the time series data for yit are only avail- 

able for individuals filing two consecutive tax 

returns at least four times during the peiod under 

observation. Persons who file tax returns intermit- 

tently because of low incomes will be systemati- 
cally undersampled in our data. Highly mobile per- 

sons who are intermittently out of the state will 

also be undersampled. 
The mean trend is slightly negative. Again 

this result was to be expected from the discrepan- 

cy between the taxpayer universe and the popula- 

tion of income receivers. Young earners, whose 

incomes are too small to tax, enter the labor 

force and raise the average cohort income by more 

than the average annual growth of an individual's 

income. (See David and Miller [1970], 83 -84). A 



negative trend results for young cohorts. 

The autoregressive model is only valid when 
-1 < ri < 1. Because the models were estimated 

for individuals and then pooled to obtain ka',kb', 

some of the were inadmissible.2 Cases with 

inadmissible values were excluded from considera- 
tion. Individuals for whom .95 < < 1.00 were 

also excluded from the tabulations as the esti- 
mators for a!, and become increasingly un- 
stable as r1 approacñ s unity. Thus there are 

218 individuals for whom we were not able to ex- 
tract a valid value of the autoregressive coeffici- 
ent on the basis of an individual's time series. 
Persons whose time series were excluded reported 
a shorter time series of data than the remaining 
population. This is shown in column (2) of 
Table 1 where the average number of degrees of 
freedom available for estimating the two models 
is shown. The autoregressive model entails one 
more parameter than the simple trend model, and 
an average of 6.14 degrees of freedom per indi- 
vidual time series are available for parameter 
estimation. However, individuals with inadmissible 
ri were associated with 3.06 degrees of freedom. 

A brief consideration of the difference 
between the simple trend and the autoregressive 
model suggests the appropriate test to evaluate 
the contribution of pi. For each individual the 
autoregressive specification results in one 
additional regressor. A test of the contribution 
to the explained variance due to pi, using a 

standard F -test would be appropriate. For a 
group of individuals, we can obtain an estimate 
of contribution to explain variance by pooling and 
can compare it to the estimate of pooled error 
variance. The latter can be obtained from line 
B of table 1.3 Over the entire population vari- 
ance explained by ri fails to exceed what might 

be expected on the basis of chance (F= 0.945; 
F =1.00). Thus it appears that autoregression, 

if at all important, is restricted to small pop- 
ulation subgroups. 

In contrast to this global test for signifi- 
cance of a t -test applied to the individual 
time series yields far more significant cases 
than would be expected by chance (711 cases com- 
pared to roughly 70 that could be expected from 
chance alone). Further investigation of popula- 
tion characteristics leading to autoregression 
appeared desirable. I feel certain some con- 
straints on the estimation of would be desir- 
able. 

Interestingly, the cases in which significant 
are estimated for dividuals involve longer 

tnan average time seri s of information (line C, 
table 1). This findin might have been antici- 
pated from the fact that the parameter estimates 
are more reliable when a longer series of infor- 
mation is available. What was not anticipated is 
that the average value for significant autore- 
gressive coefficients was substantially negative. 
The autoregressive model was formulated on the 
hypothesis that a persistence of income position 
from year to year would lead to positive auto - 
correlation in the residuals from the trend line; 
the opposite was observed. 

A simple explanation may be offered for the 

287 

self -employed. Persons in self -employed occu- 
pations may make some arbitrary allocations of 
cost to accounting periods. Thus it is possible 
that a year of unusually high outlay resulting in 
exceptionally low income would be followed by 
another year of unusually low outlay and corre- 
spondingly higher profit. For non -self -employed 
occupations no obvious explanation for negative 
values of ri presents itself. Because substantially 
more cases of significant r occur than would be 
expected on the basis of chance, further investi- 
gation of this phenomenon is required. 

The principal conclusion to be drawn from 
Table 1 is that the autoregressive model fails 
to provide a superior explanation of the relative 
income variation of individuals than the simple 
trend model. Moreover 

ks' 
is larger than ksu 

estimated for the simple trend model.4 The latter 
finding implies that less unexplained differences 
among individuals occur when the simple trend 
model is used. 

Study of birth groups did not reveal a sub - 
population for which the autoregressive model 
was significant. 

Classification of the population by principal 
occupation revealed two groups for whom the auto - 
regressive parameters made a significant contri- 
bution to explained variance - self -employed 
businessmen and the relatively large group that 
includes semi -skilled and unskilled laborers. In 
both cases the mean r. is negative; this supports 
our hypothesis for thé self -employed, but we 
cannot offer an explanation for the laboring 
group. A summary of the model parameters appears 
in the lower portion of Table 1. 

It is the case that roughly one -fifth of 
all cases contain a significant autoregressive 
component, and this component is substantially in 
excess of the proportion that could be expected 
on the basis of chance. Until some positive 
theory for the predominantly negative autoregres- 
sion can be formulated and tested, it appeared 
wise to restrict attention to the simple trend 
model. That model gives a more satisfactory 
fit over the whole population; the autoregressive 
model cannot be directly applied in those cases 
where ri is close to unity or inadmissible; 

the autoregressive model also produces a worse 
fit for the vast majority of individuals for 
whom no significant autoregressive component in 
the error term can be isolated. 

4. Lifetime Income Patterns and Individual 
Income Variance 

The estimated model of relative income posi- 
tion can be interpreted as a picture of the life- 
time income experiences of different individuals. 
To generalize from the period of observation, 
1948 -1959, one must assume that relative income 
positions are determined by a typical pattern 
for a lifetime career, and are not influenced by 
the peculiarities of the labor market of the 
1950's. In what follows we rely on that assump- 
tion and assemble lifetime estimates of kß, 

kau and 
kav 

for different occupational groups. 

In these charts the occupation last reported on 
a tax return determines the classification. The 
results suggest some typical career patterns and 



and give a feeling for the importance of systet 
matic stratification of the distribution as a fac- 
tor producing increased variance of income among 
older persons. 

Using the estimates to represent a lifetime 
pattern generalizes the usual cross -section 
hypothesis, namely that differences between indi- 
viduals of different ages reflect a dynamic pic- 
ture for a given individual with the passage of 
time. What we assume here is that the differen- 
tials obtained by studying a 5- to 12 -year history 
for a single individual can be assembled for many 
individuals to give an accurage picture of the 
dynamics of income over a lifetime. 

Since the data at hand reflect income report- 
ed for income tax purposes, neither young nor old 
persons are adequately represented. All of the 
1930 -34 cohort entered the labor force during our 
period of observation and to a large extent began 
filing tax returns at the time of entry. Those 
who received college training entered the labor 
force later than the bulk of their birth cohort. 
Thus many of the 1925 -29 cohort and some of the 
1915 -24 dohort entered the labor force. A few of 
the members of the 1895 -1904 cohort leave the 
labor force because of sickness or involuntary 
unemployment; most of the cohorts born prior to 
1895 are retired. Filing of tax returns for the 
individuals born prior to 1895 is likely to indi- 
cate continued labor force attachments on more 
than a casual basis since few individuals have 
sufficient assets to require the filing of a tax 
return following retirement. (Mean earnings 

observed for this age cohort, 1947 -1959, equalled 

$3131, about three -fourths of the value for the 
sample as a whole). Care must be used in inter- 
preting results for the youngest and oldest 
cohorts. 

Figure 2 shows the expected relative income 

position of persons in different occupation groups 
as they grow older. Each point reflects the 
income position of workers in an occupation rela- 
tive to all the members of their birth cohort. 
Professionals and managerial workers show sub- 
stantial improvements in relative income position 
as they age. (A part of this trend may reflect 
the great shortage of professional workers during 
the 1950's rather than a "typical" career develop- 
ment.) A slight upward trend in the relative 
position of sales workers appears with increasing 
age, while other occupations exhibit more or less 
random variation about a fixed relative income 
position. The picture of Figure 2 indicates the 
manner in which the age- income profile observed 
in a cross -section should be modified for various 
occupational groups. 

In Figure 3 values of ksv are graphed for 

individuals according to their birth cohort and 
occupation in the last year observed. After entry 
into the labor force is completed, the values of 
ksv show systematic increased for professional, 

managerial workers, and self -employed businessmen. 
Clerical, service, and semi- and unskilled workers 
exhibit no increases in standard error of estimate 
as older cohorts are observed. For many groups 
the variance of income declines again as they 
enter years in which members of their cohort 
retire. (The retired are excluded from the chart, 
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even though they may have had employment during 
the period.) 

We conclude that professional and managerial 
groups show a combination of improved relative 
income position and increased income variation 
over their lifetime. The increased income varia- 
tion for the self -employed businessman is not 
associated with a systematic improvement in rela- 
tive income position, while a large group of cleri- 
cal, service, and semi- and unskilled workers show 
neither a trend in relative income position nor a 
change in within individual income variance rela- 
tive to the mean for their dohort. 

To complete the picture of careers we present 
estimates of as a measure of the heterogeneity 
of individual experiences. Interpersonal variation 
association with the intercept shows the same 
stability for clerical, service, and semi- and 
unskilled workers as ksv. Whatever stratification, 

or layering, of the income distribution exists at 
the time of entry into these occupations persists 
throughout the lifetimes of these individuals. 
The professional and managerial workers show a 
radically different pattern. Interpersonal varia- 
tion in the intercept increases substantially with 
age. (The extent of variation appears proportion- 
al to the valueof ksv. As a consequence we con- 

clude that the trends of individuals' income 
positions results in increasing layering or strati- 
fication of income with age. 

This conclusion requires a re- examination of 
the model in [2]. The model must permit random 
variation in both trend and intercept over indi- 
viduals. This is the random coefficients model 
(Swami [1970]). The extension of the model can be 
written as 

kS'it 
= 

(ka + ui) + (k8 qi) (t -1959) 

v 
k it 

where qi are drawn from a bivariate normal 
distribution with a variance -covariance matrix 

ko2u 
2 [8] 

koq 

The least squares technique used to estimate 
[2] provides unbiased estimators of ka, 0. Esti- 

mates of kE are consistent, but not efficient 

(Swami [1970]). 
In the context of [8] it is quite plausible 

that interpersonal variance about the intercept 
increases with age. That finding implies > 0; 

that is, persons with relatively greater than 
average relative income positions within the kth 
group also exhibit larger trends than the mean 
for the group.5 > 0 results in a "fanning" 

of income experiences with time, displayed in 
Figure 5. The interpersonal variance between the 
two individuals whose relative income experiences 

are shown in cc' and dd', will be greater at time 
2 than at time 1. The positive deviation of u 
is associated with q > 0 so that the cov(u,q) > 0. 

The increasing interpersonal variance ksu 

for managers and professionals in different birth 



cohorts is corroborated by a weak, but positive 
correlation between and within these occu- 
pations. The sample as a whole, shows no corre- 
lation between these parameters. To summarize in 
another way, the heterogeneity of trends in rela- 
tive income position represents random movement 
of individuals with respect to their group inter- 
cept in the case of clerical, service, and semi - 
and unskilled workers. In the case of profession- 
al and managerial workers the trends persist 
systematically for particular individuals so that 
interpersonal variation rises as those individuals 
age. 

5. Occupational Mobility and Income Variation 

Study of occupational mobility gives still 
another insight into the variability of earnings 
and income experience of individuals. Table 3 

presents estimates of the simple trend model for 
a variety of groups defined by observed changes 
in occupational status. The major occupation 
groups are the groups 

professional 
semi -professional 
managers 
self -employed', businessmen 
farmers 
clerical workers 
sales 
service 
skilled workers 
semi- and unskilled workers 

Several of these groups were further classified 
into detailed occupations; however, lack of pre- 
cision in the self -reporting of blue -collar 
occupations prevented any detailed classifica- 
tion of those large occupational groupings. As 
a consequence the detailed occupations reflect 
fine distinctions within professional and mana- 
gerial groups and crude differentiations (if 

any) among occupations included in the various 
categories. 

In table 2, entry and departure from the 
labor force is treated as a change in major 
occupational group. In part A individuals who 
reported no change in major occupational group 
clearly show the most favorable trend in relative 
income position and the largest interpersonal 
variation by comparison with those individuals 
who reported some kind of change in occupational 
status. Individuals who reported more than one 
change in major occupational grouping clearly 
had the least favorable trend in relative income 
position and showed the least interpersonal vari- 
ation. (Such persons must report at least three 
of the ten occupations listed above, or two such 
occupations and a change in labor force partici- 
pation.) Among'perso s who reported one change 
in major occupation those who were in the new 
occupation a relatively short period of time 
reported more favorable income experiences. The 
meaning of this finding is confused by the fact 
that movement into or out of the labor force is 
counted as a shift in occupational group. 

Table 2 employedclarifiee the latter prob- 
lem (also Table 10, Shroeder and David [1970]). 
Only persons who were, employed in the labor 
force during the entire period for which they 
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reported income for tax purposes are included. 

In this population the most favorable relative 
income trends are experienced by persons who 

have experienced a change in their detailed occu- 
pation, while the least favorable experience is 
again reported by persons with more than two 
occupational affiliations. Experiences of per- 
sons who remain employed and have two occupation- 
al affiliations are more favorable and show less 
interpersonal variation than those who enter or 
leave the labor force. (Compare row 2 all, with 
row C, employed). 

Some insight into the meaning of these 
associations between relative income trends and 
occupation change can be gleaned from further 
classification of the groups in Table 2 by birth 
year cohorts. Our a priori hypotheses would be 
that occupation mobility would be likely to pro- 
duce the most favorable change in income early 
in a career. Mobility between ages 55 -64 is also 
likely to produce favorable impacts on income, 
given the manner in which the table is generated. 
Persons in the older age group who attempt a 
change in occupation and do not succeed will re- 
tire from the labor force altogether and will be 
excluded from the tabulation. 

Unfortunately we cannot determine whether 
occupation change causes an improvement in rela- 
tive income position as the model of the indi- 
vidual time series includes observations from 
years prior to the change and years following the 
change. Lack of an association in the expected 
direction would disprove our hypotheses, so that 
the data presented in Table 3 will indicate 
whether we should reject the null hypothesis. 
In fact, Table 3 indicates that persons born in 
1925 -34 who make a major shift in occupation 
have a superior income position in 1959 to those 
who do not. Interpersonal variation in those 
groups, as indicated by is also smaller. 

Finally, there does not appear to be a radical 
difference in the values of ksv for mobile and 

non - mobile persons (considering the relatively 
small number of persons observed in some of the 
groups shown). 

6. Conclusions 

This descriptive lifetime history of income 
offers challengingsubjects for analytical study. 

a) The negative autoregression observed 
does not correspond to usual conceptions of the 
persistence of income positions. 

b) The increased interpersonal variance 
(Figure 4) of the incomes of older professionals, 
managerial workers and the self -employed needs 
to be associated with a causal model related to 
skills and motivation. 

c) The homogeneity of experiences of mobile 
workders needs to be related to the labor markets 
that they search, so that a mechanism causing the 
findings in Table 3 can be identified. 

d) Lastly macroeconomic modeling should.be 
undertaken to determine whether the relative in- 

come movements of professionals and managers 
during the 1950's is a peculiarity of the period 
investigated, or whether the lifetime income 
pattern is in some way associated with the evo- 
lution of their skills. 



APPENDIX 

Estimation of Parameters 
The simple trend model was estimated by ordi- 

nary single equation least squares for each indi- 
vidual. However only those observations were used 
that met the information requirements of the auto - 
regressive model. It might seem that by not using 
the additional values available for the simple 
trend model we have unnecessarily restricted our- 
selves to less efficient estimates of their para- 
meters than what could easily be obtained. However 
since of major concern were the comparisons 
among the models that could be made we did not 
wish to confound these comparisons by utilizing 
the additional data. 

The autoregressive model was estimated by 
the following transform (the subscript i has been 
suppressed from 

ui, pi and the data to 

simplify the notation): 
Yt = a - pa + 0(t -1959) -pß(t -1 -1959) 

+ wt Pwt -1 + (1 -0u [Al] 
Rearranging terms and substituting vt for wt 

-pwt -1 
allows this to be put in the form 

yt + alyt + a2(t -1959) [A2] 

[A2] was estimated directly by ordinary least 
squares. ai are defined by 

al p 

a2 = (1 -p)ß and 

ao pß + (1 -P)(a + u) [A3] 

so that we can solve for the original parameters by 
p = al 

a2(1 -a1) -1 and 

a + u (1- al)- -a1a2(1- a1 ) -1]. [A4] 

Similarly the estimates of the a's in [A2] 
were inserted into [A4] to yield estimates of the 
parameters: + û, and in terms of âo, â1 and 

a2. The variances of the parameters were approxi- 
mated using the variance -covariance matrix of the 
â's and the partial derivatives of the parameters 
with respect to the a's from [A4] in the usual 
Taylor series expansion (derivatives in terms of 
a's have been converted to their parameter 
equivalents): 

Var(p) = 

Var(ß) = (1-p) 
-2 

[8 
2 + Var(a2) 

+ 23Cov(ala2)], 

Var(a+') (1- 2Var(a0) + - 

- p)- 

+ 2Var(a2) + 

- Pß(1- 

- 2p(1- P)_1[Cov(a0a2) 

+ [â + û - 

These estimates were than aggregated according to 
Balestra and Nerlove [1966, 606 -08] to obtain 
pooled parameters for the desired population. 

290 

FOOTNOTES 

1. The birth year intervals used were: 1860 -74, 
1875 -84, 1885 -94, 1895 -1904, 1905 -14, 1915 -24, 

1925 -29, 1930 -34, 1935 and over. Adjusted gross 
income is defined by Wisconsin tax law and para- 
llels the Federal definition. Ct(Bi) was estima- 

ted from Census data on all income sources, so 
that the expected value of is not necessarily 
unity. 

2. An alternative model could be studied in 
which ri = kr and a single autoregressive para- 

meter is estimated for the kth group. Inadmissi- 
ble cases are unlikely with this alternative. 

3. To test the significance of the autoregres- 
sive specification for the entire sample, we in- 
cluded the time series with inadmissible ri. Thus 

identical populations are compared. As an alterna- 
tive, the inadmissible series could be excluded 
from the pooled estimates for the simple trend 
model. That procedure subsamples the data on a 
rather arbitrary basis. 

4. The value of ksu 1.329 corresponds to the 

= 1.558 estimated in line C, Table 1, for the 

population with admissible ri. 

5. < 0 may ultimately result in greater in- 

terpersonal variance, but there will be an inter- 
vening period where kau is smaller than its 
initial value. 

6. Actually the data are available for princi- 
ple occupation, not last occupation reported. 
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TABLE 1 

Number 
Occupation, model of 

Individuals 

Degrees of 
Freedom Per 
Individual 

Intercept 
Mean Std.Dev. 

a ksu 

Mean 
Trend 
b 

Error 

Std. Error 
of Estimate 

Mean 
r 

All 

A. Simple trend 3740 7.14 1.055 1.365 -0.0138 0.518 

B. Autoregressiveá/ 3522 6.34 1.079 1.558 -0.0177 0.525 0.0154 

C. Significant 711 7.44 1.180 1.255 -0.0129 0.435 -0.1274 

D. Not significant 2811 6.06 1.054 1.625 -0.0190 0.551 0.0517 
Self- employed businessmen 

A. Simple trend 281 7.55 1.068 1.844 -0.0265 0.804 -- 
a/ 

B. Autoregressive- 269 6.77 -- -- -- 0.779 -0.015 

C. Significantb/ 47 n.a. 1.224 1.482 -0.0975 n.a. -0.172 

D. Not significant 222 n.a. 0.979 1.293 -0.0132 n.a. 0.019 

Semi - skilled and unskilled 

A. Simple trend 1248 6.86 . 0.856 0.477 -0.0216 0.209 -- 
B. Autoregressiv 1168 6.06 -- -- -- 0.204 -0.018 
C. Significantb 237 n.a. 0.889 0.546 -0.0293 n.a. -0.140 
D. Not significant 931 n.a. 0.885 1.295 -0.0226 n.a. 0.050 

/ -1 < ri < 0.95. The inadmissible cases have 3.06 degrees of freedom per individual. 

b/ 
Probability of observing ri when pi 0 is less than 0.02. 

Category 

TABLE 2 
Number Intercept Trend Standard 

Value Std.Error Error 

ka ksu kb ksv 

major occupation 1920 1.134 1.562 -.0096 .589 

hanged major occupation group 1820 0.970 1.115 -.0184 .428 
More than Once 562 0.874 0.645 -.0243 .370 
Only once 

Less than 21% observations in 
last occupation 617 1.046 1.089 -.0143 .424 

21 -99% of observations in last 
occupation 

Employed 
641 0.989 1.419 -.0171 .479 

A. Unique detail occupation 1821 1.121 1.558 -.0108 .599 
B. Unique major occupation, change 

in detailed occupation 71 1.157 0.752 .0014 .238 
C. Two major occupations 801 1.050 0.821 -.0058 .371 
D. Three or more occupations 204 0.918 0.486 -.0165 .381 
E. All employed (2897) 1.09 1.321 -.0095 .525 

TABLE 3 

Occupation Birth Year 
observed 1860- 1885- 1895- 1905- 1915- 1925- 1930 
1947 -1959 1865 1894 1904 1914 1924 1929 1934 

A. 1.01 1.24 1.27 1.09 0.99 0.89 0.89 
B. * * 1.40 1.15 1.01 * * 
C. ka * 1.33 1.09 1.01 0.98 0.95 1.08 
D. * * 0.86 0.83 0.96 0.99 0.81 

E. 1.09 1.27 1.22 1.05 0.99 0.92 0.96 

A. 1.38 2.20 1.84 1.40 0.79 0.50 0.76 

B. * * 0.98 0.71 0.54 * * 

C. s 1.79 1.10 0.70 0.65 0.49 0.40 
D. k u * * 0.45 0.38 0.52 0.58 "0.39 

E. 1.30 2.09 1.66 1.20 0.72 0.51 0.61 

A. 0.75 0.68 0.57 0.35 0.25 0.24 0.31 
B. * * 0.11 0.32 0.11 * * 

C. s * 0.37 0:63 0.32 0.25 0.24 0.31 
D. k 0.11 0.29 0.25 0.23 0.39 
E. 0.72 0.24 0.57 0.33 0.25 0.22 0.32 

*less than 10 observations. 
A.- E. refer to the row stubs in Table 3. 
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S0CI0- DETERMINANTS OF INFANT MORTALITY: A PRELIMINARY INVESTIGATION 

Paul F. Dickens III and Timothy D. Hogan, Arizona State University 

I. Introduction 

In recent years infant mortality has 
been the subject of increasing concern, perhaps 
for two related reasons. First, the overall de- 
cline of infant mortality in the United States 
has slackened, evgn though regional differences 
in rates persist. Secondly, our infant mor- 
tality experience, and even that of areas with 
the lowest rates compares unfavorably with the 
experience of other developed nations (6,8,15); 
for, as Table I demonstrates, several European 
nations have rates lower than Utah, the state 
with the lowest infant mortality rates in the 
United States. 

Table I 

Infant Deaths Per 1,000 Live Births, 19672 

United States 22.4 
Utah 16.6 
Denmark 15.8 

Finland 14.8 
Netherlands 13.4 
Sweden 
Norway 12.8 

For planning purposes and policy decisions, 
information relating to the characteristics 
closely associated with the infant mortality ex- 
perience for areas needed, i.e., what charac- 
teristics do areas with high infant mortality 
have? Such information on areas would seem to 
have more value for policy decisions and re- 
source allocation than identifying such charac- 
tistics for individuals.3 

As a step in this direction, this paper pre- 
sents some preliminary analysis of infant mor- 
tality rates that exist among areas in one region 
of the United States. We plan to expand the 
study to the country as a whole using 1970, as 
the data becomes available. But for this pre- 
liminary study we restricted our analysis to the 
southeastern portion of the country, because it 
is one of the areas with the highest overall 
rates and because in this region great variation 
exists among localities with respect to infant 
mortality, income levels, and other variables. 

II. Methodology and Data 

The study employs multivariate regression 
analysis of cross -section data to investigate 
which characteristic of local areas are most 
closely related to the area's level of infant 
mortality. 

The sample utilized in our analysis con- 
sisted of 1960 data por 551 counties in eight 
southeastern states.4 This represents approxi- 
mately 75 percent of the 734 counties in this 
region. The remainder were excluded either 
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because complete data series could not be ob- 
tained or because their population was less than 
10,000 people. This minimum population figure 
was required in order to prevent rather small 
absolute changes in the number of infant deaths 
from causing major fluctuations in mortality 
rates. 

In addition to the infant mortality 
measures, nine explanatory measures were included 
in the analysis. The specific variables utilized 
are listed in Table II. 

Table II 

= Infants born in hospitals /total 
infants born 

IMR = Infants mortality /total infants born 

NNMR = Neonatal mortality /total infants born 

PNW = Percent non -white 

PPOOR = Percent of Families with income 
below $3,000 

FR = Children under five per 100 women 15 to 49 
years of age 

POPHSD = Population per household 

BEDR = Short term general hospital beds/ 
population 

PCPR = Physicians who's primary duty is patient 
care /population 

= Post Neonatal mortality /total infants 
born 

PURB = Percent of population in urban areas 

Data relating to the various infant 
mortality measures was collected from the 1960 
edition of Vital Statistics (19). The population 
and socio- economic variables were compiled from 
the 1960 census (18). 

In some discussion of the problem of 
infant mortality, the supply of doctors and of 
hospital facilities are mentioned as one impor- 
tant determinant of the level of infant mortality 
(3,6,8,15). In order to test this hypothesis our 
study explicitly includes variables relating to 
the supply of health resources (in the form of the 
non -federal physician rate and the hospital bed 
rate).5 The data on non - federal short -term ' 

general hospitals was compiled by us fróm Amer- 
ican Hospital Association sources (1). The 
physician data was collected from American Medi- 
cal Association sources (2) and unlike the re- 
mainder of the data series it refers to 1963,since 
this was the earliest year for which the data was 
available. 



The investigation of whether such supply 
variables are closely related to infant mortality 
is also important because infant mortality is 
often used as a summary index of the quality of 
medical care received by inhabitants of an area 
(4, p.559) 

Since the causes of infant mortality have 
generally been found to vary systematically with 
age (11,14,15), this study has disaggregated the 
infant mortality statistics into two subclasses, 
neonatal mortality (deaths occurring during the 
first month) and post -neonatal mortality (those 
deaths which occur during the remainder of the 
first year of life) to study whether the 
strength of relationships between the two seg- 
ments of infant mortality and the explanatory 
variables are substantially different. 

III. Results and Interpretation 

Initially, several interesting points can be 
made of the simple correlations presented in 
Table III. For example, the supply variables, 
bed rate and physician rate are not highly cor- 
related with the percent of infants born in hos- 
pitals, while the percent nonwhite and the per- 
cent poor are, in fact, the explanatory variables 
which are most closely correlated (in both cases 

a negative relation was indicated) with use of 
hospitals. Several possible explanations might 
be advanced for these results. First poor, and 
particularly nonwhite poor, individuals may be 
excluded from hospital facilities, due to either 
racial discrimination or to lack of wealth. Al- 
ternately, the explanation may be cultural, i.e., 
these groups may prefer to have their children at 
home. It is also possible that transportation 
costs and /or differential automobile ownership 
contribute to this pattern. 

The socio- economic variables are found to be 
more highly correlated with post- neonatal mor- 
tality than with neonatal deaths. These findings 
tend to support the evidence from previous em- 
pirical studies, which utilized death records.6 
In a like manner, the correlation between the 
supply variables and neonatal mortality was 
found to be much weaker than the relation be- 
tween these supply measures and post -neonatal 
mortality. Such results can most probably be 
attributed to the previously mentioned tendency 
for different causes of death at different ages. 
Neonatal deaths are usually due to immaturity or 
congenital malformations, while infectious di- 
seases (which are more amenable to medical care) 
cause a high proportion of post -neonatal deaths 
(11,14,15). 
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The regression results are presented in 

Table IV. The estimated t- values for the re- 

gression coefficients were utilized to test the 

significance of the relations between the depen- 
dent and the explanatory variables. The figures 

in parentheses directly beneath each estimated 

regression coefficient is its estimated standard 
error. Those cases in which the relation was 
indicated to be statistically significant are 
designated by asterisks, with one, two, or three 
asterisks signifying respectively the 0.10, 0.05, 

and 0.01 level of significance. 

Table IV 

Regression Results 

PBHOS 1.43053 - .005123589 PPOOR - .002257438 .02892547 .0003337689 

+12.824 Ó558P5)+ .5455547BIDx96) 
(.0007366395) (.01658236) (.0002917778) 

(14.95495) (1.623369) 

1.419589 - .004798745 - .0c2367216 FR*** POPHSD* 

(C002856565) (.0003638259) (.01592381) 

.02514097 + .0001990799 + .0001227387 PPOOR** .005737891 - .2296512 BADR + .00001153091 PURE 

d.f. 

.6986443 543 

.6976261 546 

(00003612912) (.00005122902) (.004129646) (.1562339) (.00002811173) 
+ .0006227159 POPHED + .4097812 PCPR + .000009102862 FR 
(.001600193) (1.440096) (.00007149755) .2686925 542 

IMR - .02100154 + .0002382151 +.0001462724 PPOOR*** 
(.00002202075) (.00003386011) .2618274 548 

+ .000045732 3 PNW* - .003189529 + .00004791284 PPOOR + 1.137347 + .00004232896 
(.00002719 

- 000581847 
37) 
POPHED - .ó16i349 + .00óp01984351858) 

(1083920) (.00005381420) 

(.1175928) (.00002115891) .06172415 542 

.0241644 + .00005174459 .004729550 
(.o02574220) .05671490 548 

.005138086 + .0001533671 + .00007482593 - .2135170 BEDR** + .001204563 - .002548363 
(.00002125062) (.00003013216) (.09189448) (.0009412104) (.002428997) 

- .00003322610 FR - .7275664 PCPR + 
(.847c435) (.00001653491) .3407515 542 

PALAR - .004516408 + .0001688288 + .00009087789 - .2458189 
(.00001301855) .3359214 547 

Since the percent of infants born in 
hospitals varied substantially among localities 
and is commonly used as a measure of medical 
services in an area, we treated this variable as 
a dependent as well as an independent variable in 
the regression analysis. The only variables 
which were found to be statistically significant 
at the 0.10 level or better were socio- economic 
measures. The hypothesis that the supply of 
either medical services or hospital facilities 
affect the percent of infants born in hospitals 
must be rejected on the basis of these results, 
since the regression 'coefficients of both the 
physician rate and the bed rate were smaller 
than their standvd error. The coefficient of 
determination, R`, was approximately .70, which 
may be interpreted as the percentage of the 
total variance in the percent born in hospitals 
which was explained by the variables included in 
the regression equation. 

In the regressions relating to total 
infant mortality, none of the supply variables 
proved to be significant. Both the percent non- 
white and the percent poor were found to be 
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significant at the 0.01 level. 

The separate analysis of neonatal and 
post -neonatal mortality did produce substantially 
different results. The regression equations for 
neonatal mortality demonstrated that differences 
in socio- economic and /or health supply factors 
could explain little of the variance in neonatal 
mortality rates (R2 = 0.06). However, the re- 
lation between neonatal mortality and two vari- 
ables, the percent nonwhite and the percent of 
infants born in hospitals, was found to be 
statistically significant. This tends to support 
the previous findings (7,16,22) of little cor- 
relation between socio- economic status and neo- 
natal mortality and at the same time the existence 
of racial differentials in neonatal mortality (11, 
14,15,22). The failure of either socioeconomic 
or supply variables to adequately explain the 
pattern of neonatal mortality is not surprising 
in view of the predominance of such deaths due to 
congenital malformations and immaturity, neithér 
of which are directly measured by our variables. 

In the post -neonatal mortality equations 



on the other hand, the regression coefficients 
for the percent nonwhite, the percent of fami- 
lies with income of less than $3,000, and the 
bed rate were found to be statistically signi- 
ficant at the 0.01 level. Furthermore, the co- 
efficient of determination indicated that these 
socioeconomic and supply variables explained 
approximately 34 percent of the total variance 
in post- neonatal mortality- -quite a difference 
in explanatory power when compared with the low 

of the neonatal equations./ 

While the availability of hospital ser- 
vices, as measured by the bed rate, was indi- 
cated to be significantly related to post - 
neonatal mortality, the regression results did 
not indicate a significant correlation between 
the physician supply and the level of post - 
neonatal mortality. 

IV. Conclusion 

This preliminary study has emphasized 
some interesting facets of the infant mortality 
experience as well as the need for further re- 
search. The difference between the ability to 
explain post -neonatal and neonatal mortality by 
means of socio- economic and health supply vari- 
ables was striking. Our preliminary results 

FOOTNOTES 

1For a discussion of the change in the 
trend see Mbriyama (13). For a summary of the 
differences among regions in infant mortality 
see Moriyama (12) and Hunt (10). 

2The infant mortality figures for the 
United States and for European nations were 
collected from the 1967 edition of Vital Sta- 
tistics of the U. S. (20, pp. 2 -6). U. N. 

Statistical Yearbook (17, p. 100). 

3This need for planning and for imple- 
mentation is emphasized by Hunt (10, p. 11) in 
a previous study in which those counties through- 
out the United States with excess infant mortal- 
ity were identified. Further, using census tract 
data for the Chicago and Washington, D.C. metro- 
politan areas, this study also analysed the 
relationship between poverty areas and the level 
of infant mortality and found substantial poverty 
-nonpoverty differentials. Most other studies of 
the correlates of infant mortality, such as (5, 

7,9,16,21) have utilized individual death 
records, rather than studying the relation be- 
tween area characteristics and the area's 
infant mortality experience. 

4Alabama, Georgia, Kentucky, Louisiana, 
Mississippi, North Carolina, South Carolina, 
Tennessee. 
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also lend little support to the argument that 
high infant mortality rates reflect a "shortage" 
of medical and hospital resources. 

Further extension of this study will 
allow us to test additional hypotheses, con- 
cerning the impact of maternal health programs, 
and the disaggregation of physician data by race 
will permit examination of the effect of physi- 
cian race on racial mortality differentials. 
Another possible extension, if unpublished data 
is made available, will be to test the signi- 
ficance of variations in average birth -weight by 
county, since low birthweight is generally con- 
sidered to be highly correlated with the prob- 
ability of infant death. With the expansion of 
the study to national dimensions, we also hope 
to study the regions of the country separately 
in order to investigate whether substantial 
differences between regions exist. 

5 
At an earlier stage in the analysis, 

we tried to employ a binary variable in order to 
indicate whether or not a hospital was present 
in the county as an alternative measure of the 
supply of hospital facilities, but it was not 
found to be significant in any equation. 

6 
In a Providence, R. I. study, 

Stockwell (16) found no relationship between 
neonatal mortality and a measure of socioeconomic 
status, while post -neonatal mortality and socio- 
economic status were indicated to be signifi- 
cantly correlated. In a similar Boston study, 
Donabedian, et.al., (7,p. 1089) also concluded 
that neonatal mortality is much less sensitive 
to socioeconomic differentials than post -neo- 
natal mortality. 

7As mentioned previously in the dis- 
cussion of the correlation matrix results, the 
evidence from the regression analysis supports 
previous findings that post - neonatal mortality 
is more sensitive than neonatal mortality to 
differences in socioeconomic status and other 
institutional factors (7,11,14,15,16). 
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MEASURES OF ASSOCIATION BETWEEN A DICHOTOMOUS AND A CONTINUOUS VARIABLE 

Janet Dixon Elashoff, Stanford University 

Introduction How should the degree of association 
between a dichotomous variable and a continuous 
variable be measured? The usual answer is to use 
the point biserial correlation coefficient. This 
coefficient, however, is specially designed for 
the case in which the conditional distribution of 
y, the continuous variable, given the value of x, 
the dichotomous variable, is normal, and the mean 
of the conditional distribution of y depends on x 
but the variance does not. 

Goodman and Kruskal (1954) have argued per- 
suasively that a measure of association for cross 
classifications should be chosen with a particu- 
lar underlying model and a purpose in mind. Many 
different models could be proposed to describe a 
relationship between a dichotomous and a continu- 
ous variable; two general models will be discussed 
here. A measure of association might be examined 
with many different purposes in mind. In this 
paper, some measures of association are suggested 
which are appropriate for the purpose of screen- 
ing y variables for use in predicting x. That is, 
we propose measures of association appropriate for 
the classification problem. 

The basic model to be discussed is one in 
which the x variable takes on the values 1 and 2 
with probabilities (1 -p) and p respectively. The 
distribution of y given x is Fx(y). The problem 

is to decide how useful the y variable would be in 
assigning new individuals to x categories, given 

observations with x = 1 and n2 observations with 

x = 2, with N = n1 + n2 and observations i = 

1,2 and j = 1,...ni. We discuss two situations: 

(1) F1(y) and F2(y) differ only in the mean; (2) 

F1(y) and F2(y) may have different variances as 

well as different means. 

Model 1 F1(y) and F2(y) differ only in the mean. 

If normality is assumed, the point biserial corre- 
lation coefficient, p, is appropriate. The proba- 
bility of misclassification using y is a function 
of A, the distance between F1(y) and F2(y), where 

(1) = 
2 

and p is a function of A, 

(2) / 
1 + p(1-p)A2 

The maximum estimator of p is 

(3) r = 
(1-P) 

Pb 1 + 2 

where 
(4) p = n2 /N 

(5) 

N(72 - 

+ 
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Conditional on n1 and n2, a test of p = 0 can be 

based on the usual t test; 

(6) t - 

1 

has a t distribution with N -2 degrees of freedom 
when p = O. 

When Model 1 is true, but we are unwilling to 
assume normality, it is natural to consider non- 
parametric classification procedures based on 
ranks. Das Gupta (1964) suggests a classification 

procedure based on the sample cumulative distribu- 
tion function. Define 

(7) Fi(a) = ci /ni 

where ci is the number of observations y.. < a. 

Let y' be an observation to be classified. Then 

assign an individual to category x = 1 if 

(8) - < (F2(y`) - . 

Using this classification procedure, the probabil- 
ity of misclassification is a function of ir, where 

(9) =P(y2>y1 ) 

is the probability that a y observation from x = 2 

is larger than a y observation from x = 1. For a 
dichotomous and a continuous variable, Goodman and 
Kruskal's measure of association y reduces to 

(10) . 

The Mann- Whitney U statistic provides an estimator 
of and 

(11) = 2U /nin2 - 1 . 

Conditional on n1 and n2, a test of y - 0 can be 

made using tables for the U statistic. 

Another method of classification using ranks 

was developed by Stoller (1954) for the situation 
where Fx(y) is absolutely continuous and the opti- 

mal discrimination rule consists of classifying an 

individual into category 1 if y < a* and into cat- 
egory 2 otherwise. The probability of a correct 
classification using any cutoff point a is 

(12) Q( a ) = (1- p)F1(a) + P(1 - F2(a)) 

and a natural measure of association is 

P( misclassificationly known ) 
(13) = 1 P( mísclassificationly unknown ) 

Q(a *) -m 
1 - m 

where m max(p,(1 -p)) . 

A distribution -free estimate of Q( a ) for 

any a is obtained by substituting = n2 /N and 



in (12) to obtain 

(14) Q( a ) cl - c2) 

The point a* is estimated using the point a for 
which Q( a ) is maxiMized. Thus letting 

(15) d+ max(cl - c2) 

(16) Q( a* = + d +) . 

If it is not known apriori whether 
42 > 

or 

< the rule can be extended by letting 

(17) 

max(c2 - 

d = max(d d-) 

and defining 

(18) a* ) 

and 

(19) 1-m 

This derivation assumes that we want to estimate 
p from the sample at hand. However, if - n2, 

or if we can assume .5, the formulation is 
simplified and the distribution theory is known. 
Define 

D+ max(F1(a) - F2(a)) 

(20) D maax(F2(a) - 

D = max (D +, D) ; 

these are the well -known Kolmogorov -Smirnov sta- 
tistics. Then 

(21) 

and a test of X1 = 0 conditional on n1 and n2 can 

be based on tables of the D statistic. 

Some general properties of these three mea- 
sures of association are obvious. The measures p 

and y range from -1.0 to +1.0 while must lie 

between 0 and +1.0. fixed F1(y) and F2(y), y 

is unaffected by the value of p, but p and 
X1 

de- 

crease as - .51 increases. The estimator 
1 

can be expected to have a positive bias. The mea- 
sure can be expected to be much more strongly 
affected by the presence of outliers. 

The behavior of these association measures is 
illustrated in two examples. Example 1 is calcu- 
lated on the data shown in Table 1 which is gener- 
ated by a normal shift model with = 1. The esti- 
mates are rpb .43, = .55, and 1 = .67; all 
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are significantly different from zero at the 5% 
level; note that rpb has the smallest and 1 the 
largest value. For example 2, the data from Table 
1 was used again, except that the largest observa- 
tion in category 1 was changed from 7.6 to 27.6. 
For example 2, the estimates are r 

pb 
= .34, = 

.46, and 1 = .60; both and 1 are still signi- 
ficant at the 5% level. Note that the effect of 
the outlier on was considerably smaller than 

on rpb and 

TABLE 1. DATA GENERATED FROM A NORMAL DISTRIBUTION 

WITH v2 100 

u2=10 

-16.9 -19.0 
-12.2 -9.9 
-6.7 -5.8 

-3.4 0.7 
-2.1 1.6 

-1.0 8.1 
-0.9 10.4 
-0.8 10.7 
0.7 10.8 
1.5 11.0 
1.8 11.1 
2.9 12.8 

3.7 21.5 

3.9 22.1 

7.6 26.0 

These three measures of association provide 
reasonable and interpretable measures of associa- 
tion for the classification problem where only a 
difference in means is of interest. But what 
about the situation in which the variances may 
differ also? 

Model 2 The conditional distributions F1(y) and 

F2(y) may differ in variance as well as in mean. 

If normality is assumed, the probability of mis- 
classification using a quadratic classification 
rule is a rather messy function of the means and 
variances which suggests no simple overall mea- 
sure. As an ad hoc two -stage procedure, one could 
examine rpb first and if it were not found to be 

significant, take a look at the F statistic. 

A one -stage procedure can be obtained by ex- 
tending the Stoller classification procedure to a 
rule in which an observation is assigned to cate- 
gory 1 if y < at, or y > a. Again, the cutoff 

points a* and a2 are estimated by maximizing the 

estimated probability of a correct classification 
and the measure 
from the data, 

(22) 2 = 1 
where 

(23) a - 

X is 

n2 

used. When p is estimated 

(a - d - d ) 

N(1 - m) 

< a2 
e se otherwise 



For p .5 

(24) = D+ + D 

where D+ and D are given in (29). Using defini- 
tion (24), the distribution of 

X2 
conditional on 

and n2 is given by Gnedenko (1954). 

In examples 1 and 2, where a2 = .73, 
'X2 

.67 

respectively, 
'2 

is only slightly larger than 

It is larger than because of the -19.0 observa- 

tion in category 2 which is smaller than all the 
observations in category 1. In small samples like 

these, will be overly sensitive to one observa- 

tion. 

Example 3 has been calculated on the data 
shown in Table 2 which was generated by a normal 
model with p = 0 and al = 10, = 40. The esti- 

mates of the association measures are rpb = .19, 

y = .08, â1 = .40, 
2 

= .73. The estimates of p 

and y are small. Although not significant at the 
5% level, 1 is fairly sizeable by the standards 
one is used to with measures of association. Of 

course, if the variances are quite different, one 
could often expect to do better even with a one- 
sided classification rule than would be obvious 
from examination of a difference in means. The 

estimated 
X2 

is significant at the 5% level. 

TABLE 2. DATA GENERATED FROM A NORMAL DISTRIBUTION 

WITH 

=10 cs2=40 

-25.1 -57.0 
-13.0 -50.6 
-10.9 -23.6 
-6.6 -17.7 
-6.1 -15.4 
-4.3 -14.0 
-1.5 -10.6 
-1.3 6.6 
0.1 7.6 

3.2 28.0 

3.8 42.8 
4.0 56.4 
9.0 59.0 

10.3 61.2 
13.5 69.2 
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The measure a2 would seem to be a useful mea- 

sure of association for a dichotomous and a con- 
tinuous variable for the classification problem in 
which means, variances, or both may differ. 

Additional research to determine large and 
small sample properties of these sample measures 
of association for specific choices of F1(y) and 

F2(y) is underway. Investigation of other models 

for the relationship between dichotomous x and 
continuous y and other problems requiring a mea- 
sure of association should lead to alternative 
measures. 
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THE INFLUENCE OF SEASON OF CONCEPTION ON OBSTETRIC PROBLEMS AND CASUALTIES 

Carl L. Erhardt, Jean Pakter, and Frieda G. Nelson, Department of Health, City of. New York 

An earlier paper before this Section demon- 
strated empirically', that infant mortality could 
increase as much as 40 percent among infants 
conceived during the same one-month interval 
without detection of the increase as a signifi- 
cant rise in infant mortality in any single 
month of delivery. (1) The failure to detect 
the increase is due to the varying times at 
which the infants si4bjected to the increase 
are delivered. In that paper we described 
seasonal variation for fetal losses over a 
three year period of conceptions, demonstrating 
the substantial excess loss among fetuses con- 
ceived during the rubella outbreak of 1963-64. 

The present report is based on redistribu- 
tion by month of the last menstrual period (LMP) 
of all live births and fetal deaths reported in 

New York City from to 1968. It covers 
1,397,465 reported onceptions from January 1, 

1960, to December 31, 1967, an eight year period. 
Of the total, 829,901 of the mothers were class- 
ified as white, 356,701 as nonwhite, and 211,863 
as Puerto Rican, meaning that they were born on 
that island. These three ethnic divisions are 
used in New York City because obstetric experi- 
ence differs among the three groups and each 
is reasonably large. 

Several studies (2,3,4) have indicated 
that the LMP date is sufficiently accurately 
reported for the purposes of this research. It 

is estimated that 1.2 percent of the live births 
and 5.0 percent of the fetal deaths (2.2 percent 
of the total pregnancies reported) were lost to 
the study because of lack of information about 
the LMP date. In order better to detect and 
compare seasonal variations, since the level 
of the rates differs by ethnic group, all data 
were converted to a seasonal index by dividing 
the monthly rates for the aggregated eight - 
period by the total rate for this octennium. 
To reduce random monthly variability and yet 
emphasize as far as ossible monthly fluctua- 
tions, a two -month m ving average, centered, 
was then calculated. 

It is our purpose in this report to give a 
summary view of our findings rather than the 
details about any single aspect. 

Seasonal Patterns of Conceptions 

Although there are differences among the 
ethnic groups in theldepth of the trough of 
conceptions during early part of the year, 
they all follow a pattern of marked rise in 

frequency of conceptions toward the end of the 
year, usually about November. This pattern 
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holds remarkably, regardless of hospital ser- 

vice (private or ward), maternal age, ethnic 
group or pregnancy order. A similar pattern 
is found for illegitimates of all three 

ethnic groups. The general pattern can be 

seen in Chart 1, where the combined data for 

all groups are illustrated to show that the 

shape of the annual curves (dash line) closely 

follows that for the aggregated eight -year 
experience (solid line). (5) 

On the other hand, no evidence of seasonal 

variation could be found for the relative fre- 
quency of multiple births nor for sex 

ratios. (5) 

Birthweight and Duration of Gestation 

Mean birthweight is higher among summer 
conceptions (July to September) and the lowest 
mean birthweight occurs among fall and late 
winter (first quarter) conceptions. This 
pattern tends to be confirmed when we review 
the percent of births under 2,501 grams by 

month of conception. Yet, when this propor- 
tion for July to September is tested against 

the proportion for the rest of the year, the 

result is significant (at less than the .05 

level) during the third quarter only for four 
of the 12 groups tested (ethnic group, sex, 
service). Nevertheless, although the dif- 
ferences were usually slight, the proportions 
of infants of low birthweight still were lower 
among these summer conceptions than among 
conceptions at other times of the year for 
seven of the eight remaining groups. 

Altogether, these findings suggest a 
hypothesis that if the crucial first tri- 

mester of pregnancy coincides with the season 
when the risks of common viral and bacterial 
infections are least, the opportunities for 
optimal fetal growth and development or even 
survival will be enhanced. Of course, this 
is also the period of the year with maximum 
sunlight in the 'New York area and the time 
when fresh vegetables become available. 

There is no doubt that birthweight and 
duration of gestation are associated. A peak 
in the mean duration of gestation was found 
also in the July- September period, but this 
was not the only peak and the crest varied 
among the ethnic groups. Moreover, the mean 
completed weeks of gestation appears to be too 
crude a measure for precise determination of 
the facts. When the proportion of deliveries 

at less than 36 weeks was considered, the 

higher proportions were found in the early 



part of the year and after midyear. Here again, 
the findings tended to be consistent with those 
for birthweight but with some shift. However, 

when one examines Chart II, showing both mean 
birthweights (by sex) and the percent of 
deliveries under 36 weeks of gestation (all 

live births), the inverse relationship between 
the two variables is evident. On the other 
hand, when the percent under 2,501 grams in 

birthweight is charted against the percent less 

than 36 weeks of gestation, a positive relation- 
ship by month of conception appears. 

In summary, both birthweight and duration 
of gestation have a seasonal pattern, but it is 

not of marked degree, especially for birthweight. 
The evidence suggests that infants conceived 
during the summer months have a somewhat longer 
gestational interval and weigh more than those 
conceived in most other months. The variations 
in the means do not appear of much practical 
importance, but the proportions of low weight 
babies and those of short gestational interval 

do seem to vary enough seasonally to have 
clinical import. 

Perinatal Losses 

In general, and specifically for each eth- 
nic group, maternal age and pregnancy order, 
perinatal mortality rates are seasonally high 
among winter conceptions and decline to a low 

about October. Neither component of the peri- 
natal loss rate (late fetal and early infant 
deaths) departs from this pattern. Chart III 

is presented to show this pattern as indicated 
by the fetal death component, which is depicted 
in the lowest bank. Inclusion of this chart 
has the merit of demonstrating that a quite 
similar pattern generally exists for fetal 
losses at earlier gestational intervals. 

These losses were unusually high, as was 
observed in the earlier study (1), during the 
latter part of 1963 and early 1964 during the 
course of the rubella epidemic in New York City. 
However, the rates were also unusually high 
from December 1964, through September, 1965. 

Thus far, we have been unable to explain the 
high rates for this interval. 

Complications of Pregnancy 

As used in this report, complications of 
pregnancy are those conditions listed as a 
check -off item on the birth certificate form 
as "conditions present during pregnancy ". They 
include such conditions as eclampsia, pre - 
eclampsia, hypertensive disease, heart disease, 
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German measles (and trimester), tuberculosis, 

neoplasms and syphilis. As might be expected, 

the only one of the specific conditions that 

shows unequivocal and marked seasonal varia- 

tion is rubella, an infectious disease with 

recognized seasonal variation in incidence. 

Chart IV illustrates the findings for several 

of these conditions and the marked seasonal 
pattern for rubella occurring in the first 

trimester of pregnancy is obvious. Tubercu- 

losis appears peculiarly low among pregnancies 

starting late in the year, but findings seem 

negative for the other conditions shown on 

this chart. Chart V is included merely to 
demonstrate that combining rubella reported as 

occurring in different trimesters of pregnancy 
can conceal much information. The seasonal 
pattern is seriously dampened, as indicated 

by the upper panel. The lower panel makes it 

clear that women conceiving at different times 
of the year encounter the seasonal impact of 
rubella at different stages of pregnancy, and 

that the aggregation of these three curves 

produces the apparently mild seasonal pattern 

of the upper panel. 
For preeclampsia, eclampsia and hyper- 

tensive disease (not shown here), there is 

some evidence that they are most likely to 

occur (or be exacerbated) among pregnancies 
starting during the middle of the year, with 
perhaps extra hazard for whites from pre - 

eclampsia during most of the first half of 

the year. 

Congenital Anomalies 

Congenital anomalies were coded in detail 

following to major extent the rubrics of the 
eighth revision of the International Classifi- 
cation of Diseases. Only those pregnancies 

reaching at least 17 weeks of gestation were 

included, since it was considered unlikely 

that anomalies would be identified or reported 

when pregnancy terminated earlier. However, 

to maximize the ascertainment from the 

existing records, malformations reported as 

causes of infant deaths were included whenever 

such malformations had not been reported on 

the corresponding birth certificates of the 
infants. Moreover, as many as three separate 
anomalies were coded in each case. The 
figures utilized here represent, therefore, 

the frequency of each anomaly and not counts 

of infants with anomalies. 
Despite aggregation of data over an eight 

year interval, small numbers were found for 

most anomalies. Although suggestive 
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indications of variation by season of concep- 
tion were sometimes noted for one or two of 
the ethnic groups or for either sex, or for 
either maternal age group into which the data 
were subdivided, we rejected a conclusion that 
such seasonal variation actually exists in 

most instances and wavered in others. We 
have looked for common patterns between the 
indicated population subgroups and have been 
disinclined usually to assert that seasonality 
exists when such a common pattern could not be 
reasonably identified. In so doing, we may 
have overlooked a true seasonal pattern that 
for some reason actually applies to only one 
ethnic group or one sex or one maternal age 
group. 

We have concluded that there exists a 
possibility of higher risk of hemolytic disease 
among infants conceived about midyear, especi- 
ally among nonwhites end Puerto Ricans. It 

also appears that in the New York City vicinity 
the frequency of anencephaly may be relatively 
high among spring conceptions. Clubfoot appears' 
to be a higher risk among second and third 
quarter conceptions and reduction deformities 
of the limbs among those during the first and 
last quarters. There' is a weak indication that 
other limb deformities may occur most frequent- 
ly among fall conceptions. For both Mongolism 
and polydactyly, the influences are believed 
to be largely genetic, but an impression is 

obtained that a superimposed environmental 
influence may exist. 

Summary 

Conception is most likely to occur during 
the last quarter of the year in New York City, 
regardless of other factors. But infants con- 
ceived during the third quarter tend to be 
slightly heavier and'of somewhat longer gesta- 
tion than those conceived during the rest of 
the year. Perinatal and early fetal losses are 
relatively high among pregnancies starting in 

winter and become proiressively lower until 
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about October. Rubella in the first trimester 

is most frequent, as expected, among winter 

conceptions and conditions related to eclampsia 

appear to rise in midyear. Variation by season 

of conception for congenital malformations was 

not clear for most conditions, but anencephaly 

seems relatively high among pregnancies starting 

in spring and clubfoot among those starting 

throughout the middle of the year. 
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THE USE OF MUTUALLY INTERDEPENDENT VS. MUTUALLY INDEPENDENT SCHOOL SYSTEM OUTPUTS IN ESTIMATING 
EDUCATION PRODUCTION FUNCTIONS* 

Thomas G. Fox, The Pennsylvania State University 

1. INTRODUCTION 

During the past few years, school system "out- 
comes" (or outputs) such as "academic achievement" 
and "dropout prevention or 'holding have 
been studied in relation to the school system re- 
sources available to "produce" these outputs. The 
functions relating school system inputs to outputs 
are known as education production functions in the 
literature of the economics of education. Though 
it is unequivocally accepted that very complex 
schooling processes "turn -out" more than one type 
of schooling or education output, previous empiri- 
cal work in this area has statistically emphasized 
the mutual independence of education outputs while 
most authors verbally acknowledged output interde- 
pendence. This study builds on previous empirical 
work by estimating an interdependent output high 
school production function for a large -city high 
school system using simultaneous euqations and 
comparing results obtained with ordinary- least- 
squares estimates. The sensitivity of the statis- 
tical significance of coefficients obtained to the 
weighting method used is then considered. 

The analysis is developed in three sections. 
Section 2 contains an overview of education produc- 
tion functions with interdependent outputs and the 
accompanying structural equations together with a 
discussion of alternative methods of weighting 
variables. Two- stage -least- squares (2SLS) regress- 
ion estimates of the structural equations in the 
high school production function are presented in 
Section 3. In Section 4, ordinary- least- squares 
(OLS) regression analysis is applied to the struc- 
tural equations with one output variable deleted 
to obtain naive estimates of reduced -form coeffi- 
cients. Alternative estimates of the reduced -form 
coefficients are derived from 2SLS estimates of the 
coefficients in the structural equations. Estima- 
ted coefficients obtained are then comparatively 
analyzed. Conclusions are restated in the last 
section. 

2. OVERVIEW 

In a very general form, an education produc- 
tion function with two interdependent outputs can 
be written as 

F(SI, PC, GE, AA, HP) 0 (1) 

where SI (school system resource inputs), PC(rele- 
vant personal pupil characteristics), and GE(gener- 
al socioeconomic environment) are --in the short - 
run-- given, predetermined, and therefore exogenous. 
The output variables AA (academic achievement) and 
HP (school holding power; i.e., 1 - dropout rate) 
are jointly determined as endogenous variables 
within the school system in interaction with the 
exogenous variables and with each other. Thus the 
education putput variables are hypothesized to be 
mutually interdependent. 

Equation (1) contains two production functions, 
one for the production of academic achievement 

AA F1(SI, PC, GE, HP) (2) 

and one for the production of holding power -- 

HP F2(SI, PC, GE, AA). (3) 

These are the structural equations for the educa- 

tion production function and are to be solved 

simultaneously. 
Authors of the earlier single- equation studies 

[eq., 2,3,4] have recognized that since the size 

of each school affects the volume of school system 

inputs, input variables tend to be highly inter - 

correlated if measured as, say, total teacher man - 

years, when school enrollments vary from very 

small to very large. To reduce multicollinearity 

among the exogenous variables, it has been common 

practice to express all variables as averages per 

student, then re- insert school size by including 

enrollment or attendance as a separate variable. 

Thus variables usually include average achievement 

per student, median family income, average class 

size, among others. 
Such a method of deflating "total school inputs" 

and "total school outputs" may or may not facili- 

tate statistical estimation of underlying rela- 

tionships among variables. In this study, each 

equation will be estimated in "average" form and 

in "total" form so that the statistical results 

can be compared. 
Space does not permit a review of the numerous 

difficulties inherent in defining and measuring 

variables for education production functions. 

These problems have been carefully considered 

elsewhere [1,2,3]. The reader is forewarned, how- 

ever, that data limitations and inadequate know- 

ledge of "schooling technology" severely constrain 

the applicability of the education production func- 

tion concept to all of the empirical studies that 

the author is aware of, including the present 

study. Measurement is imperfect, variables for 

pupil characteristics are usually unavailable, 

census data or attendance area or district -wide 

averages must often be used as "proxies" for pupil 

characteristics and for the general environment, 

(and hence empirically the PC's have been dropped 

from equations 1 and 2). 

In addition to problems in specifying the pro- 

per variables, there are significant issues in- 

volved in specifying the mathematical form of the 

production functions. For the empirical work in- 

volved in this study, a log- linear education pro- 

duction function is assumed, as this type of func- 

tion has proved highly useful in other production 

function studies. The structural equations 

assumed to represent the education production 

function are 

AA' N' X a4' X 5 
x o8' x o9' x al0' 

3 4 7 8 9 10 

+ b12X12 + b13X13 

*The author gratefully acknowledges computational services provided by the Computation Center, 
The Pennsylvania State University. 
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HP" N" 7" 

X10 
AA2 

+ b12X12 + b13X13 (5) 

where 
X2 student employment, a proxy for ability 

of students to reduce the opportunity 
cost of a high school education in terms 
of foregone earnings 

X3 students planning on college attendance, 
a proxy for student preferences 

X4 high school attendance area income, a 
proxy for income of students' families 

X5 student class hours in vocational courses 
to adjust for curricula -mix differences 
among schools 

X6 years teaching experience of teachers, a 
proxy for the quality of man -years of 
teacher time 

X7 teacher man -years 
X8 auxiliary- service man -years (primarily 

teachers not in class -rooms such as 
librarians) 

X9 text and library book expenditures, a 
proxy for materials, supplies, other non- 
building educational capital inputs 

X1 coded building age- -weighted by atten- 
dance, a proxy for capital plant facili- 
ties of different ages and sizes 

X1 dummy variable for racial composition of 
high school attendance area 1 if less 
than NW, otherwise 0, a proxy for 
racial mix of students 

X1 dummy variabl for racial composition of 
high school attendance area 1 if 11% 
- 45% NW, oth rwise 0, a proxy for racial 
mix of students 

AA 11th grade reading achievement, a proxy 
for 9th -12th grade academic achievement 

HP - holding power of schools (1 minus drop- 
out rate for "average" weight equations, 
multiplied by number of students for 
"total" weight equations) 

N', N" constant terms in equations 

Date are for the 39 Chicago public high schools 
and are discussed at length in Burkhead -Fox- 
Holland [2]. 

The mathematical form assumed is log -linear in 
the parameters ai, requiring all variables with 
ai coefficients to have non -zero values before any 
production is forthcoming and has the well -known 
desirable economic features associated with Cobb - 
Douglas -type production functions. In simultan- 
eous equation form each exogenous variable has 
both a direct affect and an indirect affect on 
each endogenous output variable: teacher man - 
years, for example, are expected to directly 
effect student achievement, and have an indirect 

h the impact of holding 
holding power is simultan- 
es in teacher man- years. 

h exogenous variable upon 
e, consists of the sum of 
effects. The total impact 

of exogenous variables is found from reduced -form 
estimates of the structural equations. Hence any 
statistical estimating techniques which capture 
only the direct impact of exogenous input varia- 
bles upon endogenous output variables can yield 

affect operating throe 
power on achievement a 
eously affected by cha 
The total affect of ea 
each endogenous variab 
its direct and indirec 

erroneous conclusions if estimated coefficients 
are interpreted as estimates of total effects. 

3. 2SLS ESTIMATES 

Estimates of the coefficients for the struc- 
tural equations of the high school production func- 
tion obtained by application of 2SLS techniques 
are displayed in Table 1, with standard errors 
reported in parentheses. The first pair of coeffi- 
cient columns are for equation (4), the second 
pair pertain to equation (5). Headings titled 
"average units" are equations expressed in averages 
per student, per school, form; the headings "total 
units" are for totals by school. 

Looking first at the structural equations 
for achievement, we observe that the weighting 
method affects the number of statistically signifi- 
cant coefficients, if a two- tailed t -test is applied 
and we require coefficients to be at least twice 
the size of their respective standard errors (sig- 
nificant coefficients are marked with asterisks). 
Two coefficients, one socioeconomic (X4, income) 
and one for a school system input (X8, auxiliary 
service man- years) are significant with "average" 
weights. Seven coefficients --three socioeconomic 
(X4, income, and X12 and X13 for race), one for 
student preferences (X3, students planning on 
college attendance), two school inputs (Xg, auxi- 

service man -years and X10, building age - 
attendance weighted) and the endogenous holding 
power variable (HP)- -are significant in the "total 
form" structural equation for AA. The coefficients 
on the exogenous variables in the structural equa- 
tions record only their direct affects upon 
achievement; all indirect affects operate through 
the other endogenous variable, holding power. 

Interestingly, where coefficients are signi- 
ficant in both "average" and "total" form (X4, Xg) 
they differ from each other by less than one stan- 
dard error of either coefficient and hence are not 
statistically different. 

The equation in "total" form explains almost 
98 percent of the variance in total AA, whereas 
in "average" form, the same set of variables 
accounts for 93 percent of the variance in average 

AA. The endogenous variable HP is significant 
only in the "total" weighted structural equation 
for the production of achievement. Apparently, 

expressing all variables as "averages per students" 

to reduce multicollinearity among exogenous varia- 

bles leads to a weaker explanatory equation with 

fewer individually significant coefficients. 
The second pair of columns in Table 1 per- 

tain to equation (5). The structural equation for 

holding power in "total" form explains almost 99 

percent of the variance in total holding power; 
when estimated in "average" form, the same set of 

variables explain only 60 per cent of the variance 

in holding power. Excluding constant terms, the 

"total" form yields 6 coefficients whose values 

are more than twice the size of their standard 
errors, the "average" weighted equation has 4 sig- 

nificant coefficients. In the two instances where 
both "average" and "total" coefficients are signi- 
ficant (AA, X7) they differ in magnitude by more 

than two standard errors for teacher -man -years but 

by less than two standard errors for achievement 
(when only the standard error for the "total" 
weight coefficient is used), and their signs are 
all positive. 
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TABLE 1 
TWO- STAGE - LEAST -SQUARES ESTIMATES OF STRUCTURAL EQUATIONS 

FOR A HIGH SCHOOL SYSTEM PRODUCTION FUNCTION 

Achievement Holding Power 
Average 
Units 

Total 
Units 

Average 
Units 

Total 
Units 

AA Achievement -Stanines 
(Endogenous) 

.444* 
( .010) 

.381* 

( .146) 

HP Holding Power 4.022 .171* 
(Endogenous) (3.544) ( .072) 

X12 Race =1 if < 11Z NW, 
Otherwise 0 

.001 

( .031) 

.081* 
( .021) 

- .003 
( .007) 

- .038* 
( .011) 

X13 Race =1 if 11 -45% NW, 
Otherwise 0 

- .024 

( .825) 

.052* 

( .026) 

.008 

( .009) 

- .015 

( .013) 

X2 Student Employment - .024 .112* 
( .034) ( .054) 

X3 Students Planning on .082 .227* 

College Attendance ( .171) ( .107) 

X4 Area Income ($100) .526* .489* - .228* - .015 

( .086) ( .172) ( .061) ( .097) 

X5 Vocational Class - .067 - .019 .018 .099* 
Student Hours ( .080) ( .092) ( .023) ( .027) 

X6 Years Teaching - .001 - .012 
Experience ( .005) ( .012) 

X7 Teacher Man -years - .114 .025 .053* .326* 

per 100 Students ( .061) ( .272) ( .026) ( .075) 

X8 Auxiliary Service Man - .223* .159* - .087* - .046 

years per 100 Students ( .068) ( .073) ( .027) ( .044) 

X9 Text and Library .003 - .031 .007 .065* 

Book Expenditures ($) ( .010) ( .067) ( .018) ( .025) 

Building Age- Weighted 

by Attendance 
.014 

( .025) 

.042* 

( .021) 

- .007 
( .011) 

- .001 

( .026) 

Constant -7.099 .056 1.605* 1.359* 
(7.008) (1.037) ( .117) ( .144) 

R2 .927 .978 .598 .987 

Though it would be interesting to study and 
analyze the individual variables at greater length, 
deducing certain plausible educational implica- 
tions, we continue to concentrate on comparisons. 
As previous education production functions have 
used single equation estimating models rather than 
simultaneous- equation models, we now turn to the 
single- equation comparisons. 

4. REDUCED -FORM ESTIMATES 

In this section, alternative techniques for 
assessing the total statistical impact of exogen- 
ous variables upon endogenous output variables are 
considered using achievement, as the endogenous 
variable. 

Suppose first, that some researcher specifies 
his education production functions exactly as we 
have specified the structural equations (4) and 
(5). Suppose, further, that for arbitrary or a 
priori reasons he concludes that the education 
outcomes are mutually independent and hence 
jointly determined. He therefore deletes HPA' 
from (4) and AA" from (5): the resulting single - 
equation estimating models contain only exogenous 
variables hypothesized to affect only the single 
dependent variable in each equation. This version 
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of statistical estimating models, deliberately 
misspecified (from the context of the previous 
section) is labled as "simple OLS" in Table 2. 

If the analyst recognizes that exogenous varia- 
bles have both direct and indirect effects on 
endogenous variables, he will no doubt be interes- 
ted in estimating their total effect on each endo- 
genous variable. This is found by eliminating 
all but one endogenous variable from the produc- 
tion function in order to obtain the reduced -form 

equation of the structural education production 
function. Two different statistical procedures 
can be employed to estimate these reduced -form 
coefficients, OLS and 2SLS regression techniques. 
In estimating reduced -form coefficients, it is 
widely recognized in the econometrics literature 
that OLS yields biased and inconsistent results so 
2SLS is preferred [5, p. 189]. In many economic 
empirical studies, actual estimates of coeffi- 
cients by either OLS or 2SLS techniques frequently 
yield similar results, though 2SLS is theoretically 
preferrable to OLS. Both techniques are utilized 

herein. Previous empirical studies of education 
production functions where various education output 
variables, one at a time, have been regressed 
against a common set of independent variables 



TABLE 2 
ACHIEVEMENT: COMPARISONS OF ALTERNATIVE ESTIMATES OF SINGLE 

EQUATION HIGH SCHOOL SYSTEM PRODUCTION FUNCTIONS 

Average Unit Weights Total Unit Weights 

Reduced -Form 
Simplea Coefficients 
OLS OLS 2 SLS 

Reduced -Form 
Simple Coefficients 
OLS OLS 2 SLS 

X 
12 

Race 1 if < 11X NW, 
12 Otherwise 0 

X13 Race l if 11 -45Z NW, 
Otherwise 0 

X2 Student Employmsut 

X3 Students Planning on 
College Attendance 

X4 Area Income 

X5 Vocational Classi Student 
Hours 

X6 Years Teaching 
Experience 

.032 - .010 .014 
( .019) ( .014) 

.001* - .010 

( .000) 

.048 .123 
( .779) 

- .065* - .104 
( .025) 

.467* .498 

( .073) 

- .023 - .006 
( .047) 

.005 
( .016) 

- .332* - .126 

( .062) 

.068 .162 
( .066) 

.027 - .032 

- .006 .018 
( .023) 

1.122* .819 
( .183) 

.901 .940 

.001 

( .059) 

- .112* 
( .029) 

.553* 
( .096) 

.002 

( .053) 

X7 Teacher Man -year* - .141* 

( .066) 

X8 Auxiliary Service 
Man -years 

.202* 

( .076) 

X9 Text and Library - .013 

Book Expenditure' ($) ( .047) 

X10 Building Age- Weighted .013 

by Attendance ( .028) 

Constant 

R2 

.858* 

( .224) 

.083* .009 .214 
( .020) ( .013) 

. 055* .001 .134 

( .022) ( .000) 

.101 .054 

( .055) 

.250* .083* .649 
( .051) ( .032) 

.526* .492* 1.389 
( .075) ( .061) 

.001 - .041 - .006 
( .071) ( .030) 

.007 .006 
( .015) 

.083 - .020 .231 
( .112) ( .090) 

. 168* .046 .431 
( .066) ( .055) 

- .017 - .020 - .057 
( .035) ( .030) 

.043 .015 .120 
( .025) ( .020) 

.303 1.608* .823 
( .179) ( .241) 

. 976 .986 

Notes: aOLS estimates of structural equations for achievement after deleting high school holding power 
as a variable. 

using OLS (such as Burkhead- Fox -Holland) can be 
properly interpreted as (naive) estimates of the 
reduced -form of structural education production 
functions even though this was not the original 
intent of the authors. 

Turning to Table 2, note that the deliberate- 
ly misspecified simple OLS equation yields as many 
significant coefficients for exogenous variables 
(four) as the OLS model, using average unit weights, 
and simple OLS yields twice as many, when total 
unit weights are utilized, yet the OLS always ex- 
plains more of the variance in academic achieve- 
ment. The number of statistically significant 
coefficients is quite sensitive to the specifica- 
tion of variables in the estimating equations. 
(As existing tests of significance for 2 SLS 
estimated reduced -form coefficients, especially 
from small samples, are questionable, these are 
not presented: 2 SLS reduced -form coefficients 
will be compared with significant simple OLS and 
OLS coefficients.) The signs of the coefficients 
are sensitive to the model used in only one case: 
where average unit weights are used, the race 
variable X13 has a pozitive sign for the simple 

309 

OLS and OLS variants, a negative sign for 2 SLS 
variant. Values for some coefficients are similar 
(e.g., average weight, X4 coefficients are within 
2 standard errors of each other); yet differ 
dramatically when the weighting system changes 
(e.g., X4). Similar conclusions emerge from 
analysis of reduced -form equations for holding 
power, not presented herein to conserve space. 

5. CONCLUSIONS 

We find the empirical results obtained for 
the high school production function to be highly 
sensitive to the estimation techniques employed 
and variable weights utilized. If these Charac- 
teristics are also embodied in other education 
production function studies,'and they probably are, 
then potential operating policy conclusions should 
not be based on the empirical work, unless a 
careful sensitivity analysis has been developed 
which clearly delimits the applicability of the 
statistical models. 

In this study, the 2 SLS "total" variant 
appears to provide the best statistical results. 



In the estimation of the structural education prod- 
uction functions at least with this set of data, 
variables expressed in "total" weights yield 
equations with higher coefficients of multiple 
determination and a larger number of statistically 
significant coefficients than obtained when 
structural equations use "average" weighted vari- 
ables. Further, the fact that three of the four 
coefficients on endogenous variables are statis- 
tically significant supports the hypothesis that 
the educational outputs of academic achievement 
and holding power are mutually interdependent. 

Turning to the single equation models, we 
know that, theoretically, the simple OLS variant 
is improperly specified, given the production 
function hypothesized, yet it often yields more 
significant coefficients for exogenous variables 
than does OLS. Hence empirical results are fre- 

quently sensitive to specifications of variables 
in the production functions, when single equation 
estimating techniques are employed. Also, it is 
well -known that OLS gives a biased and inconsis- 
tent estimate of reduced -form coefficients: when 
compared with reduced -form coefficients derived 
from 2 SLS estimates, OLS estimated reduced -form 
coefficients are frequently quite different. The 
total statistical impact of several of the exo- 
genous variables is sensitive to both the weight- 
ing method used and the statistical technique 
used. The 2 SLS method has the advantage of ex- 

plicitly showing interdependence among the endo- 
genous variables. Much more work on education 
production functions is needed before users of 
these studies can be sure that empirical results 
are not simple statistical artifacts. 
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THE VALIDITY OF INCOME AND WELFARE INFORMATION 
REPORTED BY A SAMPLE OF WELFARE FAMILIES 

Teh -wei Hu, The Pennsylvania State University 

I. Introduction 

Survey information is often subject to error 
[1 and 2]. When the errors have systematic bias, 
analyses based on this survey information become 
questionable. This paper will examine two kinds 
of bias in a survey of welfare families. First 
is the difference of income between the amount 
reported from the household interview and the 
amount recorded at the county welfare agency. 
Second is the number of families interviewed who 
denied that they received public assistance, in 
the form of either cash assistance or medical 
assistance. A further analysis of sociodemograph- 
ic factors associated with the differences is also 
presented. The resulta of these analyses may 
contribute to an understanding of the nature of 
possible bias in earnings and public assistance 
information from a survey of welfare families. 

Although the original intention was to exam- 
ine the difference b tween the amount of public 
assistance reported from the household interview 
and the amount recorded at the county welfare 
agency, the data we have collected is not suffi- 
cient to study this problem. 

II. Data 

In a study by this author and his colleagues 
[4], a household sample of 650 families in a coal 
mining county of Pennsylvania was obtained. The 
main reason for choosing this county as the sample 
area was that 40 perlcent of the households in the 
county had been or were under welfare programs 
during 1962 -68. The household information was 
obtained through questionnaire interviews per- 
formed by school nurses, since all households in 
the sample had children attending elementary 
schools at the time the study was conducted. The 
household interviews provided the income informa- 
tion and also indicated whether the families had 
been or were still receiving welfare assistance. 
The public assistance, reported by the households 
dealt only with medical assistance for children. 
On the other hand, the county welfare agency had 
welfare assistance and income information for 
these households. The 650 households contained 
about 240 welfare families. Of these 240 families, 

there were only 89 for which matching information 
on incomes --from household interview question- 
naires and the countywelfare agency --was avail- 
able. Of the 240 welfare families, there were 186 
families that had information for the analysis of 
factors that affect their admission or denial of 
receiving welfare assistance from the government. 

Table 1 summarizes the means and standard 
deviations of socioeconomic characteristics of 
various groups contained in the study sample. 
Ethnic origin of the head of the household is not 
included because the sample area contains only 3 

per cent nonwhite population. Therefore, it was 
not possible to make inferences about reported in- 
come difference between white and nonwhite house- 
holds. 

It can be seen from column (1) that the house- 
hold disposable income reported during interviews 

Table 1 

Household and Family Characteristics 
of Various Sample Groups 

Variables 

Sample to 
be Examined 
on Income 
Difference 

(1) 

Sample to be Examined 
Concerning Denial of 
Participation Under 
The Welfare Program 

Admitted 

(2) 

Not Admitted 

(3) 

Age of Household 39 37 38 

head 
(10)a 

(7) (7) 

Percentage Emp- 74% 100% 
loyed, Household (44%) 

Heads 

Percentage of 79% 100% 
Household Heads (412) 

Living with their 
Spouses 

1968 Monthly In- $345 $333 $525 
come Reported 
from Interviewb 

(180) (273) (257) 

1968 Monthly In- $99 
come Recorded at (116) 
Agency 

Years of Educa- 12.9 11.9 11.7 

tion of House- 
hold Head 

(13.2) (10.8) (2.0) 

Sample Size 89 136 50 

311 

Notes: aValues in the parentheses are the stan- 
dard deviations of the variables 

bThese incomes are take -home pay (dis- 
posable income from all sources). 

was about 250 per cent more than the amount recor- 
ded at the county welfare agency. Comparing columns 
(2) and (3), it can be seen that about 27 per cent 
of the 186 households denied having received either 
cash assistance or medical assistance. This per- 
centage is much higher than the estimate of less 
than 10 per cent provided by David [2]. The 
denial group claimed $192 more (monthly income) or 
about 57 per cent more than the admitted group. 
Although the age and education levels of the heads 
of households are similar between the two groups, 
the marital and employment status are different. 
The household heads of the denial group had 100 
per cent employed, and all were living with their 
spouses. The admitted group on the other hand; 
had 74 per cent employed and 79 per cent living 
with their spouses. These are sample means of 
sociodemographic factors between the two groups. 
The questions are: what are the sociodemographic 
variables that can explain the difference of 
income between the reported interviews and the 
amount recorded at the county welfare agency? And 



what are the sociodemographic variables that can 
explain why the interviewed families denied that 
they received public assistance? The next section 
will apply the regression technique to answer 
these two questions. 

III. Factors Affecting the 
Reporting Differences 

There is no way of knowing whether the in- 
come information obtained from the household inter- 
view or the county agency is a correct one. How- 
ever, it is at least possible to study the income 
differences from these sources. It is conceiv- 
able that welfare families tended to underreport 
their income to county welfare agencies so that 
they can qualify to obtain or to maximize their 
welfare assistance from the government. On the 
other hand, considering that the household inter- 
views for this study were conducted by the school 
nurse, the families may have tended to overreport 
their incomes to make a "good impression" or to 
"save face" in front of the interviewer. The 
income difference (D- -i.e., income reported from 
interview minus the income recorded at county 
welfare agency during 1968, in dollars), was 
employed as a dependent variable. The age of 
household head (A), the income information ob- 
tained from the household interview (Y), and 
educational level of household head (E) served as 
explanatory variables in the regression equation. 
The estimated regression equation is as follows: 

D 2410 + 724A1 + 1017A2 + 1.09Y + 9E 

(488) (423) (410) (0.06) (11) 

R2= .77 N 89 

where Al = 1 for age less than or equal to 34, 
Al 0 otherwise; A2 1 for age between 35 and 44, 
A2 0 otherwise. The classification of the ages 
above 44 are omitted and entered into the inter- 
cept. The values in parentheses are standard 
errors of coefficients. N is the sample size. It 

can be seen that, except for the education vari- 
able, each coefficient is statistically signifi- 
cant at the 5 per cent level, one- tailed test. 
Although the education variable was specified in 
dummy variable form, the results were not statis- 
tically significant. Therefore, a continuous 
form of education variable is presented in the 
model. 

The results suggest that the higher the level 
of household -interviewed income the greater is the 
difference of income between the reported amount 
from interview and its recorded amount at the 
agency. According to the "beta coefficient," 
household income is the most important factor 
among these independent variables in explaining 
the difference between two sources of income. 
The coefficients of the age variables indicate 
that the age group between 35 and 44 shows the 
largest difference between the two kinds of 
income. 

The second question to be examined relates 
to the factors associated with the families 
denying participation under welfare programs. A 
dummy variable, (P), was used as a dependent 
variable to classify their admission or denial. 
A value of one was assigned to an admission family, 
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a value of zero to the denial family. The inde- 
pendent variables were the age of household head 
(A), employment status (N = 1 if employed, N = 0 
otherwise), marital status (M = 1 if still living 
with their spouses, M = 0 otherwise), monthly 
income (Y, in dollars), and education (E, in years). 
This regression formulation can be considered as 
a discriminant function. Thus, the coefficients 
of these independent variables reflect, if the 
sign is positive, the probability of the truth 
being told. On the other hand, if the sign is 
negative, the coefficients indicate the probability 
of lying. 

One Statistical problem in the estimation of 
the zero -one dependent variable is that the error 
term is heteroskedastic [3]; thus the ordinary 
classical least- squares technique is no longer 

efficient, although it is still unbiased. To 
overcome this problem, the estimated P from ordin- 
ary least -squares was used to construct a varia- 
ble [p (1 - P)]112 as the weights (W) for each 
variable in the specified function. 

After multiplying the weights for each varia- 
ble, the model was re- estimated, using ordinary 
least -squares. The estimated coefficients are the 
results of the weighted regression and are un- 
biased and efficient. These results are as 
follows: 

P 0.09 + 0.009A + 0.19N - 0.007M - 0.0002Y 
(0.04) (0.004) (0.16) (0.166) (0.0001) 

+ 0.002E 
(0.004) 

R2 0.12 N 186 

The values in parentheses are the standard errors 
of coefficients. N is the sample size. In this 

equation, the age and income variables are statis- 
tically significant at the 5 per cent level, one- 
tailed test. The older the household head, the 
more likely he is to admit his participation under 
welfare programs. According to the income coeffi- 
cient, the higher the level of household income, 
the less likely the interviewee is to admit that 
the household was under welfare programs. The 
probability of admitting welfare program parti- 
cipation is reduced by 2 per cent with $100 
increase in monthly income. Education and employ - 
ment variables have positive signs in relation to 

the dependent variable, although they are not 
statistically significant. 

IV. Concluding Remarks 

This study found that the disposable income 
reported in a household interview was about 250 
per cent more than the amount recorded at the 
county welfare agency. This could be because the 
welfare families tended to underreport their in- 
come to the county agency. The level of income of 

the household was shown to be the most important 
variable in explaining the difference of income 
between that reported from the interview and that 
recorded at the welfare agency. The higher the 
level of income, the larger the difference. 

It was also found that about 27 per cent of 
the welfare families denied participating in wel- 
fare programs. This could be due to the desire to 



"save face" in front of interviewers or a short 
time period under the program that the families 
may have forgotten. The level of household in- 
come was found to be the most important variable 
to predict the probability of denying their wel- 
fare experience. The higher the level of income, 
the larger probability of denying welfare partici- 
pation. 

The findings this study shows that the 
magnitude of the difference between the income 
and welfare information obtained from household 
interview and recorded at the county welfare 
agency is much larger than the estimate given in 
the David study [2]. I suggest that the welfare 
agency should be more careful in checking reci- 
pients' income info tion so that the welfare 
rolls could be reduc d. On the other hand, I 

suggest that when researchers analyze welfare 
information (excluding that dealing with dis- 
posable income), they should rely on welfare 
agency records rather than household survey in- 
formation. 
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A SIMPLE LINEAR REGRESSION MODEL WITH A NON -CONSTANT VARIANCE 

Howard S. Kaplon, Towson State College 

and 
(Exi)(Exiy) 

nExi2- (Ex i)2 

then by units these values (5) and (6) in 
equation (4)2 can easily be found. 

In the classical theory of regression 
assumptions of normality are generally 
made and these in turn lead to the 
assumption of constancy of variance. In 
many situations the assumption of con- 
stancy of variance is not satisfied. 
This paper is concerned with the study 
of such a model in simple linear 
regression. Computational programs have 
been obtained to give estimates of 
parameters in case the standard deviation 
is assumed to be linear. 

Simple linear regression of Y on X 
is usually defined by the equation 

E[YIX =x] = and Var[YIX -x] = 02 for 
all x. Here and are the regression 
coefficients and is the assumed 
constant variance. The statistical 
problem of the investigator here is to 
estimate values of and with and 
computed from a random sample. These 
estimates are of use in predicting values 
of the dependent statistical variable Y 
for observed values of the independent 
mathematical variable X. In addition, 
since in most situations the investigator 
would want to calculate a confidence band 
for his predicting equation, an estimator 

of 
2 

is also needed. The three 
estimators are usually derived using the 
method of maximum likelihood. 

Let (X1,Y1), (X2'Y2), ... , (Xn,Yn) 

be a random sample taken from the popula- 
tion of concern (assumed to be normal and 
Var[YIX -x] is constant for all x). To 

estimate the parameters a, and 02 the 
likelihood function 

n n 

L 2- 

(a+pxi)]2 (1) 

is set up and we take the three partial 
derivatives 

a(loa L) a(loa L) and 3(1°q 1L) 
be ' 

and set them equal to O. This procedure 
yields 

n 
a 0, 

n 

l xi ) - 0 

n 
and nag (4) 

Upon solving the normal equations (2) and 
(3) for and we obtain the desired 
estimators 

(Eyi)(Exi2)- (Exi)(Exiyi) 

- (Exi) 2 
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(6) 

As an example of the above model 
consider the situation where an engineer 
wishes to determine the effect of heat 
and cold on the expansion and contraction 
of a certain metal (with a specified 
temperature) to be used in the construc- 
tion of a bridge. He takes a sample of 
known length of this metal at a known 
temperature (the specified temperature) 
and heats it to a new, known temperature, 
and he measures the new length of the 
sample. He repeats this experiment as 
often as he feels is necessary, each time 
heating or cooling a sample of the same 
length from the same temperature. 
However, due to the measuring device, the 
time elapsed between the time when the 
metal has reached the desired temperature 
and the time it is measured, and human 
error, he does not expect his measure- 
ments to be exactly correct. Further he 
assumes that the errors in the measure- 
ments are normally distributed and 
independent of each other. By allowing 
the lengths of the pieces of metal to be 
represented by the random variable Y and 
the temperature by the variable X, the 
preceding model seems to fit this 
situatign. The engineer can compute 

ad set up prediction equation 
jX, calculate a desired confidence 

band, and construct the bridge accordingly. 

However, consider an example of the 
of the public health official who needs 
to predict the hours of health care that 
will be needed per year by the adults at 
each age over 21 years of age. He takes 
a stratified random sample and obtains a 
pair of values for each individual: X - 
age and Y - hours of medical care needed 
per year. The official might very well 
choose the following as his model: Let 

- a ei where are normal 

distributed independent errors with a 
mean of 0 and at least two of the are 

distinct. In this model the assumption 

that all are equal is not a logical 

one. It would seem that as age increases, 
not only would the average need for 
medical care increase, but so would the 
variation of this need. Also, just 
because of the increase in the values of 
the random variable with the increase in 
the age - X, the variances tend to 

increase. For these reasons the official 
could pick his model for regression as 



and 0 
2 

where = y +bxi. 

Now as before, the statistical problem 
is to estimate the regression coefficients 
and the variances, i.e. to find 
and U. However, with this model the 
computation of these estimators is not 
simple as in the previous model. It is 
the purpose of this paper to offer a 
method of deriving these estimators. The 
general theory used here would seem to 
generalize to models with non- linear 
regression and standard deviation 
equations, as we as multiple regression 
models, but the Computational procedures 
are bound to be more complicated. 

Given a set of data (X1,11)' 

... , (Xn,Yn)) that fulfill the require- 

ments of our new model, the density 
function of Y is given by 

(y ) 

(7) 

2n (y +bxi ) 

The method of estimation will again be 
that of maximum likelihood. Th. likeli- 
hood function now becomes 

n a 2 

i1 
(8) 

+bx ) 

and log(L) log 2A-iillog(y+6xi) 

n )]2 

2 i (y+bxi) 

(9) 

Taking the first partial derivative of 
(9) with respect to each of a, p, y and 
b and setting these equal to 0 we have 
the following system of four equations 
in the four unknowns y and 6: 

0 
=1 

CYi- (a 0 i =1 )2 

(lo) 

n 0 
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alo(L) 
a Y+ xi 

n (a +ßx )]2 
E O. 
=1 (y+bxi) 

and are the solutions to these 
four equations and are our desired 
estimators of a, p, y and respectively. 

Before continuing, let's consider 
two special cases: one where = 0 and 
one where y O. If b 0 (y 4. 0) then 
the system of equations (10) reduces to 
equations (2), (3) and (4), the case with 
a constant variance, and a closed fora 
solution exists. If y 0 (b 0) then 
system (10) becomes 

CYi (a )]2 

0 

i n (11) D p( 
xi 

a i1 
Upon solving the first two of these for 

and obtain the closed form solution 

á i (12) 

- ) 
2 

and p (13) 

) 

2 

Then by using these values from (12) and 
(13) in the third equation of system (11) 
we get 

CYi- 

2 (14) 

However if both y 4. 0 and b 0, 
then a simple closed form solution of the 
system of equations (10) does not exist. 
An approach to this problem can be taken 
through the Newton -Raphson iteration 
method of approximating the solution set 
for a, y and b. This method is based 
on the Taylor series expansion. Consider 
the system of equations (10) as the 
following system 

f1(a, y, 
6) 

0 

Y 6) 0 

f3(a y9 6) 0 

f4(a, y 6) 0 

(15) 



Expanding these four functions in a 
Taylor series we get for i = 1, 2, 3, 4 

0 

+ 

+ 

where fie, and fib are respective 

first partial derivatives of fi. By 

replacing a, 

(16) 

b with 
+l' Bk +l' 

neglecting the non -linear 
+1' +l' 

terms in 
+1 -k +l ßk)' ?k)' 

(6k +l k) 
of the expansion and dropping 

the middle term of the double equality 
(16), these equations for i = 1, 2, 3, 4 
become 

-fi( 

+ 

4ykfiy(ak,ßk,yk,6k) 

kfib(ak,0k'yk,bk) 
where 

+1 A- +l 

(17) 

We solve these four linear equations 
for knowing 

the values of yk 6k, we now 

have values for 
8k +l' Yk +l 

and 

which are better estimates of actual 
solutions a, and b, than ßk yk 
and 6k are. Then increase k by one and 
continue this process yntil the maximum 
of Oak, 80k, and tends toward 

zero. We stop the iteration process when 
max < e where e is a 

predetermined small number, and for this 
value of k we use 

and to serve as 

values for In order to 
complete this process, one needs to have 
initial estimates 

00, y0 
and -60. 

Each step in this process, that is, the 
system (17), is solved easiest by setting 
up the matrix system - - 

fly 

f 2a f 2y f 26 "k -f2 
(18) 

f3a f30 f3y f36 

1 

-f3 

It seems easier to estimate and 

separately from y0 and 60 instead of 

estimating all four in one step. When 
does not depend on x, the method of 
maximum likelihood for obtaining the 
estimates of and does not involve the 
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variance, 2. Our new model assumes a 
linear change in the standard deviation 
of normal populations, but since the 
normal distribution is symetric, it seems 
reasonable to use the same method even in 
our case where = y + bx. 

To find the initial estimates, and 

we solve the normal equations (2) and 

(3) as before. Since we originally 
assumed that there are at least two 
values of that are different, we see 

that the normal equations have a unique 
solution. Hence the values we use for 

and 
00 

are the right sides of equa- 

tions (5) and (6) respectively. 

Because of our assumption, = y e bx, 
the original method of estimating will 
not work. However, the fact that cis a 
linear function of x is very helpful. 
When x is small, we naturally expect to 
take on different values than when x is 
large. In the case when we have several 
values of y for each value of x, one way 
of finding initial estimates for y 
is to estimate the population of the 
distribution of y's for each x, and then 
a least -squares line is fitted to the 
points of the estimated standard devia- 
tions for the various x's. The 
coefficients of this straight line would 
then serve as the initial estimates 

and 60. This method of obtaining initial 
estimates would not work if there were 
only one value of y for each value of x 
since there would be no way of calcula- 
ting the standard deviation with only one 
value. (If only a few x's had multiple 
y's, this method would produce poor and 
erratic results.) In that case, and in 
general, we can group some of smaller x 
values together and assume that the 
standard deviation of the y distributions, 
for each of the grouped x values, is the 
same. We form two more groups collecting 
middle values of x and larger values of x 
together. The standard deviations, s, 
for the y's and the means, are obtained 
for each of these three groups. The 
graph of (x,$), with these three points 
on it, gives a least -squares line. This 
line may be regarded as an estimate of 
the equation = y + bx thus allowing us 
to use the coefficients of this calcula- 
ted line as our values for y0 and Ó. By 

using standard least -squares techniques 
our estimates are 

El 
-2) 

0 
iEl (xi 

(19) 

and y0= I - (20) 

where ) and ) 



the means and standard deviations of the 
three groupa. 

The importance of good estimates 
a0, 80, and is that if these 

initial values are close to the values of 
a*, *, y* and , then the Newton- 
iteration produces solutions that con- 
verge to á, and quickly. 

There is one major limitation to the 
Newton -Raphson iteration method of 
solving the system of equations (17) or 
equivalently (18). When the Jacobian 
determinant 

fla fly 

f2a 

f3a f3y f3b 

f 4a 
f4y 

vanishes at or near any of the points 

Ok' 
in the process, slow 

convergence, or especially, divergence of 
the iteration may be expected. This can 
easily be seen in the case of one 
variable. In this case equations (16) 
become 

0 =f(a) +(a- 

(a f" (mo) 

and thus equations (17) reduce to 

+1 . 

Upon solving for'ak 
+l 

we obtain 

22) 

(23) 

f, (24) 

where now the Jacobian is J If' 
(aid I 

If at any time this determinant, 

vanishes, we see that the resulting 
solution for in equation (24) does 
not make sense. When we have four varia- 
bles instead of one, the situation is 
more involved, but the idea is essentially 
the same. the value of J vanishes at 
or (in the case of many variables) near 
the point then the 

resulting solution for 
°k+l' +l' 

does not make sense. 

If this sitution occurs, as an 
alternative to us ng the unobtainable *, 

6* for , and , it appears 
that y0 and may serve as 

acceptable substitutes. 

In conclusion, consider two examples, 
For both of these examples the values of 
the parameters a, ß, y and b were set, 
and eight different values of X were 
chosen. For each value of X, five values 
of Y were derived using a table of normal, 
zero -one, random deviates - z - and 
letting y =(y +bx)(z) +(a 
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Example 1: 
TABLE I 

Y 

-3.64 11.96 11.00 -1.48 11.60 
2.0 15.76 44.88 4.28 -17.28 21.22 
3.0 9.68 -3.28 45.36 26.32 -14.00 
4.0 24.04 16.10 2.60 -1.72 13.22 
5.0 24.20 23.80 33.20 8.40 27.40 
6.0 16.84 -0.54 30.48 4.52 13.98 
7.0 73.52 41.81 29.36 31.04 67.28 
8.0 9.50 51.36 24.06 3.24 14.70 

The preset values of the parameters were 
a = 5.0, = 3.0, y 10.0 and 6 = 2.0. 
With e = 0.0001 the values computed by 
an IBM 7094 computer are a* 3.16, 

. 3.42, y* 12.46 and 

= 6* = 1.14. 

Example 2: 
TABLE II 

1.0 -1.58 11.93 -6.13 6.33 -5.57 
2.0 19.07 18.89 0.02 6.38 7.01 
5.0 27.05 39.05 51.35 33.05 15.80 
6.0 9.63 15.07 25.61 16.09 16.77 
9.0 39.12 -27.35 33.60 36.36 54.30 
10.0 62.75 -1.75 30.75 -35.75 35.25 
12.0 50.47 108.96 88.46 53.08 39.45 
13.0 3.73 56.81 4.66 68.28 57.12 

The preset values of the parameters were 
a 2.0, = 3.0, y 5.0 and b = 2.0. 
With = 0.0001 the computed values are 

0.488, = 3.83, 
4.26 and b s b* 2.52. 

When the values of á, and are 
substituted for q,, ß, y and 6 in the left 
sides of equations (l,1), the maximum 
value of , ) for i 1, 2, 3, 

4 is 0.00000021 in example 1 and 
0.00000014 in example 2. 

And finally, in support of the 
adequacy of and in case the 

Newton -Raphson iteration method diverges, 
the values of these initial estimates in 
example 1 are 3.0, 3.46, 

Yo 11.22 and 1.13. 



THE INDEX OF INCOME CONCENTRATION IN THE 1970 CENSUS OF POPULATION AND HOUSING 
Joseph J. Knott, Bureau of the Census* 

Introduction 

Publications showing results of the 1970 Census 
of Population will contain the Index of Income 
Concentration (also known as the Gini Index of 
Inequality)for families, unrelated individuals 
and for persons. They will be available for 
areas or cities with population over 50,000, 
counties, States, and for the United States. 
The primary purpose of this paper is to outline 
the procedure used to compute the Index so that 
the procedure may be duplicated by interested 
users. Also presented are results of the research 
undertaken to determine the effect of the various 
assumptions used in the estimation technique. 

Section I outlines the procedure used to compute 
the Index of Income Concentration (or Index). 
Section II analyzes some of the effects of var- 
ious assumptions and constraints used in develop- 
ing the Index. It is divided into six parts: 
(A) The overall effect on the Index from using 
estimated means, (B) use of the midpoint of an 
income interval as the estimated mean of the 
income interval, (C) use of the Pareto formula 
to estimate the mean of the open -end interval, 
(D) assumption involved in splitting larger $2,000, 
$3,000, and $5,000 income intervals into $1,000 
income intervals, (E) choice of the size of the 
open -end income interval, and (F) the range of 
acceptable Indexes. Section III summarizes key 
findings. 

Procedure for Computing the Index of Income Con- 
centration 

The Index is defined in terms of the Lorenz curve, 
and may be represented as the ratio of the area 
between the diagonal and the Lorenz curve to the 
area under the diagonal. The computation of 
the Index uses an approximate integration tech- 

nique and requires the percent distribution of 
units and the percent distribution of aggregate 
income both by income classes. 

The 1970 Census publications show selectively in- 
come size distribution of the number of families, 
unrelated individuals, and persons. A percent 
distribution is obtained from a numerical distri- 
bution by dividing the units in each income class 
by the total number of units covered in the dis 
tribution. It is the computation of the percent 
distribution of aggregate income which usually 
presents problems in computing the Index. The 
Census publications do not show aggregate income 
by each income class and consequently the aggre- 
gate income for each income class must be estima- 
ted by multiplying the number of units by the 
assumed mean for each income class. 

In general, in the computation of the Index, the 
midpoint of an income class is assumed to be the 

mean of the income interval. This is true for 

income intervals ranging between $1,000 to $15,000. 
For "less than $1,000," $500 is assumed to be the 
mean. For the $15,000 to $19,999 and $20,000 to 

$24,999 intervals, $17,000 and $22,000, respec- 

tively, are assumed to be the means. The Pareto 

formula is usually used to estimate the mean of 
the open -end interval. 

In order to lessen the error associated with the 
linearity assumption applied in the approximate 

integration technique, larger income intervals are 
divided into smaller income intervals by relating 
the logarithm of units by the logarithm of income 
within the class interval. For example, the fam- 
ily income distributions contained in the Census 
detailed publications show the income interval 
$12,000 to $14,999. This composite interval is 
subdivided into three $1,000 intervals. (See 

table 1.) 

Table 1.- -INCOME SIZE DISTRIBUTION RELATIONSHIPS FOR SPLITTING THE $12,000415,000 INCOME INTERVAL INTO 
THREE $1,000 INTERVALS 

Ratio of frequency of above 
$12,000 interval to frequency 

of above $15,000 interval 

Percent of 
$12,000 to $15,000 

interval 

Percent of 
$12,000 to $13,000 

interval 

Percent of 
$13,000 to $14,000 

interval 

Percent of 
$14,000 to $15,000 

interval 

Under 1.5 100 40 33 27 
1.5 to 2.5 100 44 32 24 
2.5 to 3.5 100 49 31 20 

3.5 and over 100 53 28 19 

The above table is used as follows: 

1. Compute the number of units with income 
over $15,000 (or F15 For example, = 
349 units. 

2. Compute the number of units with income 
over $12,000 (or F12 For example, 

425 units. 
F12+ 

3. Compute the ratio or 425 1.218 

349 

4. Find the proper line in the above table 
for 1.218 (or line 1 above) and apply the percen- 
tages to the number of units in the $12,000 to 

$14,999 interval to get the frequency within the 
three $1,000 income intervals. 

* Comments by Dr. MUrray S. Weitzman Assistant Division Chief for the Economic Statistics Programs, and 
staff members of the Consumer Income Statistics Branch, Population Division are gratefully acknowledged. 
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There are two open -end intervals ($15,000 and 
over; and $25,000 and over) used in the calcula- 
tion of the Index. In most cases, the mean com- 
puted by using the Pareto Formula (the Pareto 
estimate) of the open -end is used. The Pareto 
estimate of the $25,000 and over open -end income 
interval is computed. 

First derive the slope in the formula: 

Slope = 

F 
25+ + F15 -25 log10 

log10 

Where F25+ = Number of units with income over 
$25,000 

F15+ = Number of units with income over 
$15,000 

-25 = Number of units with income in the 
range $15,000 - $24,999 

From the above, the Pareto estimate (of the $25,000 
and over interval) is derived: 

.22185 

Slope 
Slope (minus) 1.0 x $25,000 = Pareto estimate 

If the frequency in the $15,000 to $24,000 inter- 
val is zero, the Pareto estimate cannot be calcu 
lated and $36,000 is used as the estimated mean of 
the open -end interval. Also, if the Pareto esti- 
mate is outside the range of $25,000 to $75,000, 
it is not used and $36,000 is used as the mean of 
the open -end. / This range constraint is seldom 
used, and is usually associated with a distribution 
having a very small base. 

The Pareto estimate of the $15,000 and over income 
interval is computed similarly except that the 
acceptable range is $15,000 to $40,000. If the 
Pareto estimate falls outside of this range then 
the estimate of $23,000 is used./ 

Table 2.--INDEX OF INCOME CONCENTRATION FOR FAMILIES 

When the percent distribution of units (Pi) and 

the accumulated percent distribution of aggregate 
income (Ai) are obtained on the expanded interval 

distribution (by the above method), the Index is 
then computed as follows: 

Index = 1 
(Ai 

+ A(ei) 

Pi = Percent of units in the ith income 
interval 

Ai Cumulative percent of aggregate in- 
come in the ith income interval 
(when i = 0, Ai = 0) 

n = Number of income classes 

Assumptions Used in Computing the Index 

A. Overall Effect on the Index in Using Assumed 
Interval Means versus Tabulated Means 

The problem is to determine the effect on the In- 
dex of using assumed interval means (midpoints) 
rather than tabulated interval means. The findings 
show that with relative few income intervals, the 
use of midpoints as interval means tends to re- 
sult in estimates about as good as estimates of 
the Index using tabulated means. 

To investigate this problem the Index was compu- 
ted on a distribution with 190 income intervals 
using tabulated interval mean values. This is 
the "Perfect" Index in the sense the "bias" in- 
troduced by using the approximate integrated 
technique is greatly reduced. The smaller (19) 

interval distributions used to calculate the In- 
dex are simply collapses of the 190 interval dis- 
tribution data. It should be noted that by 
definition, the number of intervals has an effect 
on the value of the Index in that a reduction in 
the number of intervals tends to bias the Index 
downward. (See table 2). 

AND UNRELATED INDIVIDUALS BY AGE BY THREE COMPUTATION 
METHODS IN 1969 

AGE 
"PERFECT" 
Index 

(190 intervals) 

Tabulated 
Means 

(19 

Census 
Estimation 
Procedure 1/ 

Families Total .349 .346 .346 
14 - 24 .300 .298 .296 
25 - 34 .274 .272 .270 
35 - 44 .301 .298 .296 
45 - 54 .323 .318 .323 
55 - 64 .367 .363 .367 
65 and over .434 .432 .439 

Unrelated Individuals Total .480 .475 .469 
14 - 24 .454 .447 .426 
25 - 34 .370 .368 .343 
35 - 44 .404 .401 .406 
45 - 54 .428 .425 .429 
55 - 64 .438 .434 .432 
65 and over .471 .458 .469 

The estimation procedure as detailed in the first part of this paper uses 14 tabulated income 
intervals expanded to 19 with assumed means used to compute the percent aggregate income distribution. 

Source: Bureau of the Census, Current Population Survey 
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As compared with the "Perfect" Index, the Census 
estimation procedure based on assumed means ap- 
proximates it fairly well. The slight overestimate 
of the interval means compensates for the under- 
estimate of the Index caused by the reduction in 
the number of income intervals. 

B. Midpoints as Means of Income Classes 

The problem here is to test whether or not mid- 
points represent good estimates of the actual in- 
terval means. For income intervals between $1,000 

$15,000, the midpoint of the interval was used 
as the mean of the interval. For the under $1,000 
interval, $500 was used and for the $15,000 to 
$19,999 and $20,000 to $24,999 intervals, $17,000 
and $22,000, respectively, were used as the means. 
The use of the midpoint as mean of an income in- 
terval is supported by an Internal Revenue Service 
(IRS) tabulation of adjusted gross income (AGI) 

by AGI class. The mean AGI of the intervals from 
$1,000 to $10,000, all fell within $18 of the mid- 
point. (See table 3) The mean of the "under 

$1,000" class is not relevent because persons 
with AGI under $600 are not required to file a 
tax return. 

As data in table 3 show, the CPS tabulated mean 
within each interval between $2,000 and $15,000 
consistently falls below their midpoint in each 
income interval. This is contrary to what would 
be expected of a right skewed income frequency 
distribution. As the units increase in frequency 
from one interval to another it would seem logical 
the same increasing frequency would be found with- 
in the interval. However this is not the case. 
A tabulation by $100 and $250 intervals clearly 
shows that there is a high frequency in the $100 
or $250 interval which contains the even $1,000 
amount. Attachment 1 is a bar graph showing the 
number of families tabulated by small income in- 
tervals. The high frequency in the intervals con- 
taining the even $1,000 amount is quite evident. 
This tendency is shown in total family income 
which is the sum of eight separate income questions 
per family member and more than one person. This 

apparent reporting bias is being studied further. 

Table 3.- -MEAN AGI AND TOTAL MONEY INCOME IN 1969 BY SIZE CLASS 

Size Class 
Mean Adjusted 
Gross Income 

Mean Total 
Family Income 

Total 

Under $1,000 

$7,959 

9461/ 

$10, 577 

51 
$1,000 to $1,999 1,491 1,543 
$2,000 to $2,999 2,493 2,475 
$3,000 to $3,999 3,488 3,486 
$4,000 to $4,999 4,502 4,475 
$5,000 to $5,999 5,495 4,457 
$6,000 to ',999 6,497 6,436 
$7,000 to $7,999 7,495 7,453 
$8,000 to $8,999 8,490 8,443 
$9,000 to $9,999 9,495 9,447 
$10,000 to $11,999 10,876 
$12,000 to $14,999 

ii2,134 
}3,280 

$15,000 to $19,999 17,013 8,284 
$20,000 to $24,999 22,093 
$25,000 and over 46,132 35,786 

1/ Preliminary Statistics of Income, 1969, "Individual Income Tax Return," Internal Revenue Service, 
Table 4, page 22. 

U.S. Bureau of the Census, Current Population Reports, Series P -60, No. 75, "Income in 1969 of 
Families and Persons in the United States," Table 1, page 19. 

Not comparable since persons with Adjusted Gross Income below $600 are not required to file a tax 
return. 

C. Use of Pareto Formula to Compute the Mean of 
the Open -End Income Interval 

This analysis shows that the use of the Pareto 
Formula tends to overestimate the mean of the 
open -end if compared with the tabulated mean of 
the open -end income interval. 

Table 4 shows the Pareto estimate of the mean of 
the open -end interval and the actual tabulated 
value from the March 1970 CPS. The Pareto es- 
timate of open -end income interval of $25,000 
and over is clearly better for families, than it 

is for unrelated individuals. The difference be- 
tween the Pareto estimate and the tabulated means 
indicates that the Pareto estimate should be used 

carefully. Unfortunately the tabulation of means 

by income interval is expensive in terms of com- 
puter core space and if tabulated means are not 

available, the use of the Pareto estimate is the 

most feasible alternative for estimating the mean 
of the open -end. It should also be noted that the 

tabulated means from the CPS are slight underes- 
timates of the Census means since CPS income data 
by type cannot be coded above 9,900, while the 

Census items can be coded to $990,000. 
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Table 4. -- Pareto Estimates and Tabulated Mean Values of the $25,000 and Over 
and $15,000 Open -End Income Intervals for Families and Unrelated 

Individuals by Selected Characteristics for 1969 

Selected 
Characteristics 

$25,000 and over $15,000 and o r 

Pareto Tabulated 
Percent 

Difference 
Pareto Tabulated 

Percent 
Difference 

All families $35,975 $35,786 +0.5 $25,650 $21,625 +18.6 

All unrelated 
individuals 39,500 38,480 +2.7 21,750 22,791 - 4.6 

Negro and 
other races 

Families 33,000 31,117 +6.1 23,100 19,681 +17.4 

Unrelated 
individuals 34,950 30,342 +15.2 19,800 16,717 +18.4 

Source: Bureau of the Census-,Estimates derived from data in the Current 
Population Survey. 

D. flitting Income Intervals 

The assumption of a log -log relationship on which 
the broad intervals are split is a good assump- 
tion to use for the above $10,000 interval on 
almost all distributions. This is clearly shown 
by graphing distributions on log -log paper and 
observing the linear relationship. From about 

Log of units 
nl 

or percents 
accumulated n2 

n4 

log n1 - log n2 

$6,000 or $7,000 to $10,000 the graph curve shows 
a shift from log -log to more of a log - normal re- 
lationship. The log- normal relationship is also 
clearly shown on log - normal graph paper. The 
tables for splitting six different income inter- 
vals are given in Attachment 2. These tables 
are constructed from the following formula. 

$n2 $113 $n4 

Log of Income 

log log n4 

log - log log $n4 - log $n1 

(log ni log n4) (log - log $111) 

(log - log $ log n2 = log n1 - 

Percent or number of units 
with income over n2 = Antilog (log n2) 
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The tables were constructed by computing the val- 
ues of the n2 (all intermediate points desired) 

for various values of the ratio n1 of curve (under 

4 
1.5, 1.5 to 2.5, 2.5 to 3.5, and 3.5 and over). 
The percent proportions of to n2, n2 to n3, 

n3 to n4 to the to n4 class were then computed 

for the midpoint of the 1.5 to 2.5 and 2.5 to 3.5 
ranges; and for the under 1.5 and 3.5 and over in- 
come interval, 1.5 and 3.5 were used. 

E. Choice of the Size of the Open -End Income 
Interval 

For the computation of the Index for family income 
distributions, the $25,000 and over open -end in- 
come interval is used, and for unrelated individ- 
uals and persons, $15,000 is used in the 1970 
Census. The choice of the open -end is important 
because it determines the relative importance of 
the Pareto estimate. Different open -end intervals 
were used for families and unrelated individuals 
because they make the Index more comparable in 
terms of the percent of units in the open -end 
interval. This gives more equal weight to the 
Pareto estimate. 

Table 5.-- ACCUMULATED PERCENT OF UNITS FOR FAMI- 
LIES AND UNRELATED INDIVIDUALS FOR 

SELECTED INCOME CLASSES 

Total money 
income 

Over $12,000 
Over $15,000 
Over $25,000 

Percent of units over the specified 
income level 

Families Unrelated Individuals 

32.9 
19.2 
3.6 

4.9 
2.4 
0.6 

Source: Bureau of the Census, Current Population 
Reports, Series P -60, No. 75, Table 16. 

As the table shows 3.6 percent of all families 
had incomes above $25,000, but only 0.6 percent 
of unrelated individuals was in the same interval. 
This difference would result in the Pareto mean 
having six times the wE3ight for family distribu- 
tions relative to unrelated individual distribu- 
tions. This disparity is reduced by using the 
$15,000 and over interval as the open -end inter- 
val for unrelated individuals, and the $25,000 
and over interval for families (i.e., 2.4 percent 
for unrelated individuals relative to 3.6 per- 
cent for families). 
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F. Range of Published Indexes 

For publication purposes, only Indexes within the 
range of .200 to .650 will be published. An In- 
dex outside this range will be suppressed and 
three dots will be shown (...). Indexes outside 
this range, for the most part, represent Indexes 
computed on very small bases. In any case, users 

can computa Indexes, if desired, for these dis- 
tributions by using the technique outlined in 
this paper. 

In summary, the estimation technique used to com- 

pute the Index of Income Concentration from the 
Census publications appears to give good results 

in most cases. It is interesting to note that 

(when compared to an Index computed on the basis 
of 190 intervals), the estimation procedure results 

in estimates about as good as estimates of the 
Index produced by using tabulated number and ag- 
gregate income for 19 size income intervals. 

The tendency for respondents to report estimated 
income to the nearest $1,000 is an interesting 
phenomenon which is being analyzed further. 

Findings showed that the various assumptions used 
to compute the Index do not invalidate the rela- 
tive accuracy of the Index. The assumption of the 

midpoint as the mean of the income interval is 

supported by AGI data, but CPS income data suggest 
that midpoints are too high. The use of the 

Pareto formula also tends to overestimate the 

mean of the open -end interval, but not uniformly. 
Furthermore, data show that the number of inter- 

vals used to compute the Index makes a difference. 

Any comparison of Indexes requires that they be 
computed using the same number of income intervals. 

FOOTNOTES 

1/ An expanded discussion of the geometric in- 
terpretation of the Index of Income Concentration 

may be found in: Rich Man. Poor Man, by Herman P. 
Miller, Thomas Y. Cromwell Co., New York, 1971 
appendix B, pp. 274 - 279. 

/ Implicit in this constraint is a ratio of 

F25+/F15+ 
= 2.15. The value of $36,000 is obtain- 

ed from CPS income data. 

Implicit in this constraint is a ratio of 
F15 +/F12+ 1.60. The value of $23,000 is obtain- 

ed from CPS income data. 
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A STOCHASTIC PROCESS MODEL OF CONJUGAL HISTORY* 

P. Krishnan 
Cornell University and University of Alberta 

1. INTRODUCTION 

1.1 Interest in the population problems of devel- 
oping countries, has led scientists to develop 
and construct mathematical models as an aid in 

understanding the dynamics of population growth 
and change. Research in model -building in the 

field of human fertility was initiated by Alfred 
Lotka. While Lotka was concerned with determin- 
istic models, most of the recent work in fertility 
models deals with stochastic or probability models. 
A good review of the attempts in stochastic model - 
building can be found in Sheps et al.l The role 
of social -structural factors in influencing fer- 
tility has been noted b several researchers 
(Davis2, Lauriat3, Stycos5). But in the 
stochastic process models developed to date, most 
of the vital social -structural factors are not 
considered at all, or considered insofar as they 
modify biological functions. For social policy 
decisions, especially in view of the forces of 
modernization impinging on developing nations, one 
has to know the role and contribution of social 
factors to fertility. To develop a sociologically 
sound model of fertility, one has to study conju- 
gal history in detail. Even a model of conjugal 
history per se, is of interest to family sociolo- 
gists for a deeper understanding of the different 
forces at work on marriage and its disruption. 

1.2 A female in any society, ignoring childhood 
and adolescent days, will be in any one of the 
following states. 

Al - Not in union by not entering into union 

A2 - In union 

A3 - Not in union by divorce 

A4 - Not in union by separation 

A5 - Not in union by desertion 

A6 - Not in union by death of husband 

1.3 The classification of conjugal states as 

given above is most general. But in many cases, 
data may not be available with regard to some of 
these states. In such cases we shall have to 

*Based on the doctoral dissertation submitted 
to the Graduate School at Cornell University. 
The author is highly indebted to Professors 

Robert McGinnis, J. Kiefer, N.U. Prabhu, D.I. 
Pool and H.M. Taylor, members of the special 
committee, for their valuable suggestions and 
advice at every stage of his graduate training 
and research. The research reported here was 
supported by a fellowship under the H.S.S. 
Program. 
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switch back to the usual way of classifying 
females as unmarried (state Al), married 
(state A2), widowed (state A3), and divorced 
(state A4). We shall confine the discussion to 
this simple and common classification of conjugal 
states. The results derived can be extended to 
the most general case easily. 

1.4 To get a more realistic model of conjugal 
history, 'death' state has to be brought explic- 
itly into the picture. This is not attempted 
here due to the following reasons: (a) Most of 
the data that we have are cross -sectional, and 

retrospective marital and childbearing histories 
are collected only for those who are living and 
are sampled or interviewed at the time of the 
survey (b) Mortality is not, comparatively speak- 
ing, a significant force to be reckoned with 
especially in the age span of 15 -49 years, which 
is of interest as far as human fertility is con- 
cerned. A model of conjugal history incorporat- 
ing mortality exp icitly, is suggested by the 
author elsewhere.° The model suggested in this 
paper, is thus conditioned on the survival of the 
female. Unconditional results can be obtained by 
integrating these results over the relevant prob- 
ability space assuming a realistic probability 
distribution for survival. 

1.5 A diagrammatic representation of the conju- 
gal history of a female, conditional on survival, 
is given below (Figure 1). 

Figure 1 Chart of Conjugal History 

Legend: Al Unmarried State A3 Widowed State 

A2 Married State A4 Divorced State 

An unmarried female after a random length of time 
is pushed to the married state (A2). Conditional 
on the survival of the female, there are two 
forces acting on the female who has moved to A2. 

The female runs the risk of moving to the widowed 
state A3, or to the divorced state A4, or she can 
remain in A2. If she makes a transition to Al 

or A4, she may remarry and thus move back to A2. 

Remarriage depends on many factors. But it is 

clear that the conjugal history of a female can 
be completely characterized by the knowledge of 
the sequence in which these states are visited 
and the length of time spent in each state at 
each visit. 



2. SOCIOLOGICAL CONSIDERATIONS 

2.1 Various sociological considerations make one 
view the length of stay in each state as a random 
variable. The frequency of dating, the availa- 
bility of males in the appropriate age groups as 
potential mates, the stigma attached to remaining 
"single ", the social recognition of married 
couples in preference to "singles ", etc. are all 
social factors which affect the annual chance of 
marriage of an unmarried female. Thus the time 
spent in unmarried state can be considered as a 

random variable. The length of stay in married 
state also is a chance variable in view of the 
sex -differential in the expectation of life, the 
husband -wife age differences, educational status 
of the spouses, participation in labor force, the 
tabu attached to extra -marital relations, etc., 
in addition to the psychological compatibility of 
the spouses. 

2.2 After becoming divorced or widowed, a female 
can hope to remarry, if the society under consid- 
eration has no tabu on such remarriages. The 
female thus may return to married state. There 
are several factors, such as age, beauty, number 
of children the female has begotten, the availa- 
bility of females in relation to males, which 
affect the chance of remarriage. Over and above 
this, if the female stays in unmarried state, or 
divorced, or widowed state for a long time, her 
chances of marriage /remarriage diminish. That is 
to say the principle of cumulative inertial 
applies here, due to obvious reasons. Thus the 
length of stay in divorced or widowed also is a 

random variable. After remarriage, the female 
again becomes exposed to the risks of widowhood 
or divorce and the process repeats itself. Hence 
the whole conjugal or marital history can be view- 
ed as a stochastic process. 

2.3 The probabilities of transition from state A. 

to state Ai j = 1, 2, 3, 4) are sociologicallÿ 
interpretable. A female who has moved to A2 can- 
not go back to Al. Hence in the development of 
the model here we shall be concerned with the con- 
jugal history of ever married females. 

3. A MARKOV RENEWAL /SEMI -MARKOV PROCESS 

3.1 From the various considerations stated above, 
the conjugal history of an ever married female can 
be charActerized as a Markov Renewal /Semi -Markov 
Process o, if we further assume that the parameters 
of the various probability distributions and the 
transition matrix do not change over time. This 

assumption may not be strictly true in view of the 
fact that after remarriage, the transition matrix 
and the various distributions are likely to be 
different from those of the first marriage. In 

such a case we can characterize the conjugal 

history as a General Markov Renewal Process9. As 

a first approximation of the process, M.R.P. comes 
as handy. Since the number of states is just 
three, the results can be derived from fundamental 
probability considerations without recourse to 
renewal theory. Derivations are not given her 
for lack of space but are available elsewhere.'0 
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3.2 We use the standard notation. 

States B1 - Married state 

B2 Widowed state 

B3 - Divorced state 

Transition Matrix P - (pij) (i, j = 1, 2, 3) 

p.. - Annual probability of transi- 
from state Bi to state Bj. p32 
and P23 will be taken as zero. 

Fi.(t) - Distribution function of 
length of stay in Bi before 
transition to B.. 

uij 
- mean of Fi.(t) 

Gi.(t) - Distribution function of the 
first passage time from Bi to 
B. 
J 

- mean of Gi.(t) 

- pij 

3.3 Results that are of sociological importance 
are given below. 

3.3.1 Conditional on survival, the mean 
(first passage) time of a divorced female to 
remarriage is 

m31 p31 u31 + '33 

P31 

3.3.2 Conditional on survival, the mean 
(first passage) time of a widowed female to 
remarriage is 

m21 = P21 u21 P22 u22 

P21 

3.3.3 Conditional on survival, the mean 
(first passage) time of a married female to 
widowhood is 

m12 = P31 P13 u3 

P31 P12 

3.3.4 Conditional on survival, the mean 
(first passage) time of a married female to 
divorce is 

m13 = P21 u1 P12 u2 

P13 P21 



3.3.5 Conditional on survival, the mean 
(first passage) time of a widowed female to 
divorce is 

m23 = (1-p11) u2 + P21 

p21 p13 

3.3.6 Conditional on survival, the mean 
(first passage) time of a divorcee to 
widowhood is 

= (1-p11) + p31 

P12 P31 

3.3.7 Conditional on the survival of the 
female, the mean first recurrence time of 
married state is given by 

= P12 m21 + p13 m31 + ul 

3.3.8 Conditional on the survival of the 
female, the mean first recurrence time of 
widowed state is 

m22 = u2 + P21 m12 

3.3.9 Conditional on the survival of the 
female, the mean first recurrence time of 
divorce state is 

m33 = 
u3 

+ P31 m13 

3.3.10 It may be noted that if any of the 

waits is defective, the mean first passage 
or recurrence time(s) involving the 
defective distributions will become infinite. 

4. EXPECTED NUMBER OF MARRIAGES, DIVORCES, 

AND WIDOWHOODS IN (o,t] SUBJECT TO SURVIVAL 

4.1 Let Ni(t) be the random number of times a 

female enters Bi = 1, 2, 3). Then Ni(t) is 

the number of marriages contacted, N2(t) the 

number of widowhoods experienced, and N3(t) the 
number of divorces undergone. We will compute 

the mean values of Ni(t) (i = 1, 2, 3) given that 
the female starts from 81, married stat (i.e. 

after first marriage). Following Smith", the 
sequence of recurrence times of Bi forms a renew- 

al process. If the first passage from j to i is 

added to this sequence, have a general renewal 
process. Using Murthy's14 approximation, we get 

a) expected number of remarriages in (o,t] 

m 
11 2m112 

b) expected number of divorces in (o,l 

t /m33 
+ m33 

(2) 
m13 

25-2-1 m33 
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c) expected number of widowhoods in (o,1 

= t /m22 
+ m22 

(2) 
- 

2m222 
m22 

where m..(2) is the second moment of the first 
recurreAte time of Bi (i = 1, 2, 3). 

4.2 A few remarks are in order now. A family 

sociologist will be interested to know how much 

percent of married life time is lost due to dis- 
rupting forces such as divorce and widowhood. To 
gauge the intensity of such disrupting forces, an 

index of marital disruption can be developed. 
The transition matrix and the waits are likely to 
be age dependent. This problem can be solved to 
some extent by considering age cohorts, assuming 
that the female population of each cohort is homo- 
geneous with respect to the characteristics under 
consideration. 

5. ILLUSTRATION 

5.1 The survey of economic opportunity (S.E.O.) 
conducted by the U.S. Bureau of the Census in 

1967 for the Office of Economic Opportunity 
(O.E.O.) contains information on the marital his- 

tory of ever married females of the U.S. canvassed 
in the sample. The geographical coverage of the 
study, the size of the sample, the sampling pro- 

cedure, and the method of estimation are all dis- 

cussed in a Census Bureau paper. 

5.2 The following results have been obtained 
ignoring age (i.e. all ever married females are 
lumped together) and race. Race has been ignored 

because the S.E.O. had an overrepresentation of 
the Negro population. Differential with respect 

to color is well established. Our aim is not to 

study differentials. Also we have omitted the 
group of females who had experienced 26 -55 years 
of married life in the estimation of the elements 
of the transition matrix, and the mean waits in 

"married" state. It was seen that the mean waits 

were not underestimated even when truncation was 
taken into account. 

5.3 Considering first marriage alone, we have 
the following estimates. 

A 

P = 

M 

.9865 

.0265 

W 

.0048 

.9735 

D 

.0087 

0 

.1447 0 .8553 

A A 

= 12.46 
µ21 

6.92 
µ31 = 

6.38 

A A A 

11l2 
= 

19.79 
µ22 = 

9.82 µ33 9.80 

A 

u13 
9.56 



5.4 We have the estimates of the mean first 

passage and the first recurrence times as 

follows: 

= 14.8 = 367.7 = 64.3 

= 2732.3 = 82.2 m32 = 2797.0 

= 1640.1 = 2008.6 = 246.6 

5.5 A few comments are in order now. The 
absolute values of the mean first passage times 

etc. have no significance. Large values of the 
mean first passage times etc. have ensued from 
the defective nature of the distribution func- 

tions of waits. Relative values are meaningful 
(cf. Kemeny and Sne1114). Thus, if a divorced 
female is considered as waiting for one unit of 
time to remarry, the widowed female, on an 
average, will take 5.7 units of time for remar- 

riage. If the time from "married" state to 

"divorced" state is taken as one unit of time, 
the time to "widowed" state is two units. Anoth- 

er interesting result that emerges from this 
model is that the mean time from "divorced" state 
to "widowed" state and the mean time from 
"married" state to "widowed" state are nearly of 
the same order of magnitude. Also, if the mean 
recurrence time of "married" state is taken as 
one unit of time, the mean recurrence time of 
"widowed" state is nearly 5.6 units and of 
"divorced" state 16.8 units. This last result 
seems to be highly unrealistic. The probable 
reason for this may be ignoring the age factor. 

Older females are more likely to become widowed 
earlier than becoming divorced. 
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THE USE OF MORTALITY DATA IN EVALUATING SYNTHETIC ESTIMATES 

Paul S. Levy, National Center for Health Statistics 

1. Background and Introduction 

For the past 15 years, the National Health Survey through its 
Health Interview, Health Examination and other surveys has been 
gathering data on a considerable range of health parameters. The 
statistics obtained from these surveys are expressed generally as estimates 
for the United States as a whole or for each of the four broad 
geographical regions. Estimates for smaller areas such as States cannot be 
readily obtained because (1) the sample sizes are not adequate for areas 
this small and (2) the sampling design uses strata which cut across State 
lines, and this makes it difficult to combine the estimates for strata into 
estimates for States. 

Because of the increasing need for small area estimates of health 
parameters the National Center for Health Statistics (NCHS) has been 
exploring methodology for using National Health Survey data to produce 
estimates for these small areas. This research has resulted in a method 
called synthetic estimation whereby State estimates are produced by 
using census data on the distribution of a State's population into 
demographic domains (which we will subsequently refer to as "a- cells ") 
along with the National Health Survey estimates for these domains for 
the entire United States. An NCHS publication [1] describes this 
synthetic estimation methodology and uses it to produce synthetic 
estimates of disability for each State from Health Interview Survey (HIS) 
estimates for the United States. 

Since there is an ever increasing need for small area estimates of 
health parameters for purposes of local planning and since good local 
population data essential for synthetic estimation, are now available from 
the 1970 Decennial Census, an NCHS program to produce small area 
estimates based on synthetic methodology is seriously being considered. 
It is first necessary, however, to evaluate the accuracy of the estimates 
produced by this methodology, and this report presents the results of a 
study designed to gain insight into the accuracy of synthetic estimates as 
well as a method which would use ancillary data to obtain an improved 
synthetic estimate. 

2. The NCHS Synthetic Estimate 

While the NCHS publication [1] presents the methodology in 
greater detail, we will outline the methodology below. The synthetic 
estimate is constructed in two stages with the first stage having the form 

K 

a1 
Where 

(1) 

= the rust stage synthetic estimate of Xcharacteristic for the s-th 
State 

Pm = proportion of the population in the s -th State belonging to the 
a -th demographic cell 

Xa = the unbiased probability estimate of the X- characteristic for 
the a-th demographic cell for the U.S. as a whole 

and 

K = the number of demographic cells. 

The foral estimate has the form 
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(R ) 

s Prs 

(2) 

where = the final synthetic estimate of X-characteristic for State s, 

= the unbiased probability estimate of X characteristic for the 
r -th geographical region 

Pre = the proportion of the population of region r belongs to the s -th 
State 

and 

R = the number of States in region r. 

The basic feature of the first stage synthetic estimator is that for 
each demographic cell (a-cell) it uses a probability estimate specific to 
that demographic cell over the entire United States in conjunction with 
the proportion of the State's population falling into that cell (from 
census data) to obtain the contribution of that cell to the synthetic 
estimator. The synthetic estimate is simply the initial estimate times 
a post- stratification factor which makes the sum of the synthetic 
estimates for all States in a geographical region agree with the probability 
estimate for that region. 

Synthetic estimates applied to National Health Survey data have 

been difficult to evaluate because valid unbiased estimates produced by 
ordinary probability survey methods are not available for States. Indirect 
methods such as observing their consistency from one year to another 
[1 ] or comparing the synthetic estimates for the largest SMSA's with the 
HIS unbiased estimators [2] have been used but these have not been 
altogether convincing. 

Since mortality statistics from U.S. Vital Statistics Annual Volumes 
[3] are available by cause of death for all States by age, sex, and race, a 
study was planned to compute synthetic estimates for each State for 
several causes of death using the U.S. mortality data for age, race, and 
sex acells and the corresponding census data on the distribution of each 
State into these a -cells. If the synthetic estimates should agree well with 
the true deaths, it would be evidence that the synthetic procedure might 
produce valid estimates. If not, then some insight might still be gained 

into the pattern of discrepancy between the synthetic estimate and the 
true value. This evaluation study is described in the next section. 

3. Evaluation Study 

3.1 Methods and Materials 

Mortality data. Deaths from motor vehicle accidents (E810- E835), 
major cardiovascular renal diseases (330 -334, 400468, 592 -594), suicide 
(E963, E970 -E979) and tuberculosis (001 -019) for each of forty -nine 

States (with the District of Columbia and Maryland combined into one 
"State ") were transcribed onto IBM cards from the 1960 U.S. Vital 

Statistics Annual Volumes [3] . New Jersey was not included because 
deaths by race were not available for that State. For each State, the 
deaths were transcribed for the following 40 age - sex -race groups: 

Age (under 1 year, 1-4 years, 5 -9 years 
10.14 years, 15 -19 years, 20.24 years, 25.44 years 
45-64 years, 65 -74 years, 75 +) 

Race (white, nonwhite) 
Sex (male, female). 



Population data The populations in each of the above mentioned 
age -sex -race groups were transcribed onto IBM cards from the 1960 U.S. 
Census Volumes for each State in the study. 

Data Processing A program was written in Fortran and the 
analysis was carried out on a remote entry terminal to the UNIVAC 108 
at the National Bureau of Standards in Gaithersburg, Maryland. The basic 
output was the synthetic estimate, of the number of deaths by 
specific cause for each State in 1960. 

3.2 Results 

The agreement between the synthetic estimate and the true number 
of deaths is expressed by the percentage absolute difference defined as 

Xs-Xs 

where 

(3) 

Xs = the true number of deaths (by specific cause) for the s -th State 

and 

= the second stage synthetic estimate of these deaths (obtained 
from the 40 age -sex -race a -cells). 

The results are summarized in Table 1 which gives the frequency 
distribution of these percentage absolute differences along with the 
median and mean percentage absolute difference, and the relative 
variances = variance /meant) of the percentage absolute differences 
for each of the four causes of death considered. 

The accuracy of the synthetic estimates as measured by the 
percentage absolute difference varied considerably among the four causes 
of death examined. The median percentage absolute difference was 5.9% 
for major cardiovascular -renal deaths, 9.8% for suicides, 15.9% for deaths 
from motor vehicle accidents, and 24.3% for tuberculosis deaths. 
Likewise, the variability among States as expressed by the relative 
variance of the percentage absolute difference was highest for 

tuberculosis with V2 1.11 and lowest for major cardiovascular diseases 
(V2 = 0.57). The relative variance for deaths from motor vehicle 
accidents was equal to 1.00 and for suicide was 0.65. 

3.3 Discussion 

From the results presented above and shown in Table 1, it is clear 
that the accuracy of the synthetic estimates as summarized by the 
median percentage absolute difference varied considerably among the 
four causes of death considered. While the agreement between the 
synthetic estimate and the true value was generally good for major 
cardiovascular -renal diseases and fairly good for suicide, it was generally 
poor for motor vehicle accidents and very poor for tuberculosis deaths. 

In order to get some insight into the effectiveness of the synthetic 
estimator against possible competing estimators, we compared it to a 
regionally adjusted estimator, obtained for each State, S, by 
multiplying the population of the State by the crude death rate in the 
geographical region wherein the State lies. The percentage absolute 
difference between X and the true number of deaths was calculated 
for each State and the median percentage absolute difference over all 
States was obtained and is shown below next to the comparable figure 
for the synthetic estimator, Xs. 

Median Percentage Absolute Difference 

Estimator 
Motor Vehicle 

Accidents 
Major C.V.R. 

Diseases 
Suicides 

Respiratory 
T.B. 

Xs 15.9 

14.6 

5.9 

6.3 

9.8 

10.2 

24.3 

32.0 

The results above seem to imply that except for respiratory T.B., the 
synthetic estimate did little or no better than the estimator X, which is 
obtained from very crude regional information. 

Table 1. Cumulative Percentage Distribution of Percentage Absolute Differences Between 
the Synthetic State Estimate and the True Number of Deaths (100 x - I /Xs) 

for Each of the Four Causes of Deaths Investigated 

Percentage 
Absolute 

Difference 

100 x 
Xs - 

Frequencies (f) and Cumulative Percentages (cum. %) 

Motor Vehicle 
Accidents 

f cum. % 

Major C.V.R. 
Diseases 

f cum. % f 

Suicides 

cum. % 

Tuberculosis 

f cum. % 

0- 8.0% 16 32.7 26 53.1 20 40.8% 13 26.5 
8.1- 16.0% 9 51.0 20 93.9 13 67.3% 6 38.7 

16.1 -24.0% 9 69.4 3 100.0 6 79.5% 4 46.9 
24.1 -32.0% 6 81.6 6 91.8% 4 57.1 
32.1 -40.0% 3 87.8 3 98.0% 9 73.4 

40.1% + 6 100.0 1 100.0% 13 100.0 

Total 49 49 49 49 

Median % Absolute Difference 15.9 5.9 9.8 24.3 
Mean % Absolute Difference 20.2 6.9 13.7 31.6 
Relative Variance (V2) 1.00 0.57 0.65 1.11 
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4. Improvement by Regression on Ancillary Data 

4.1 Background and motivation 

One of the basic limitations on the synthetic estimator, is that it 
is adjusted only for the specific set of demographic cells (or a -cells) taken 
into consideration. If the parameter being estimated is influenced by 
factors other than those taken in account by the a -cells, then the 
synthetic estimate will not reflect this influence. Often it is not possible 
to include in the a-cell array all the variables thought to be of importance 
in estimating the variable because of the unavailability of data on these 
variables. For example, even though the risk of a person's dying from a 
motor vehicle accident may be a function of the amount of time he 
spends in motor vehicles, there is no way of creating a-cells to reflect 
this. 

A second type of limitation in the synthetic estimator, Rs, is that it 
may not reflect local conditions which are highly related to the 
parameter being estimated. For example, the probability of a person's 
dying from a motor vehicle accident is known to be generally higher in 
States which have lower population densities [4] . Since these types of 
variables are often available for local areas such as States, it might be 
possible that a modified synthetic estimate can be constructed which 
takes into account these variables. 

In the following sections, we propose a method of using local 
variables which might be related to the parameter being estimated in 
conjunction with the synthetic estimator to produce an improved 
estimator of the parameter. It is felt that this method will be especially 
applicable to small area estimates using data from the complex, highly 
stratified multi -stage nationwide probability surveys such as the Health 
Interview Survey. 

4.2 Method of estimation 

The method presented below uses the a-cell adjusted synthetic 
estimate in conjunction with an ancillary variable Zs to produce an 
improved estimator. In particular, the following model is assumed: 

Ys=a+ßZs+es 

where 

Zs = the value of the Z variable for the s -th State 

(4) 

Ys= x 100, 

= the synthetic estimate of the X-characteristic for the State s, 

Xs = the true value of the X- characteristic for State s, 

es = a term representing random error, 

and 

a, f3 regression parameters to be estimated. 

If estimates â of a and ß of were available and substituted into the right 
hand side of equation (4) with es omitted, manipulation of the 
expression would give us the following estimator Xs of Xs: 

+ 

(l+ ) (5) 

Equation (4) merely states that the percentage difference, Ys, 
between the synthetic estimate, , and the true value Xs is a linear 
function of some variable Zs. For example, Zs might be the population 
density of State s, Rs the synthetic estimate of deaths from motor 
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vehicle accidents and Xs the true number of deaths for that State. 
Equation (4) would then state that except for random variation, the 
percentage difference between the true and synthetic estimates of deaths 
from motor vehicle accidents for a State is a linear function of its 
population density. 

4.3 Estimation of a and ß 

Since Zs is assumed to be available for each State, the regression 
coefficients a and ß could be estimated if corresponding values of Ys 
were available. The percentage difference, Ys, however, is a function of 
the true par, eter, Xs, which is not known, as well as the synthetic 
estimate which can be obtained. If some estimate, of Xs were 
available, however, it could be substituted for Xs into the expression for 

and estimates of a and ß could be obtained from least squares. 

One of the problems, however, is that estimates of Xs are not 
available for States from the National Health Surveys. One can obtain, 
however, estimates of Xc where is the value of characteristic X for 

the c -th strata combination. A strata combination is defined here as any 

unit that can be constructed by combining strata. Since unbiased 

estimates are available for strata, unbiased estimates can be obtained 

for strata combinations. Also, since strata are generally counties or 

groups of counties, the ancillary variable Zc can be readily obtained. 
likewise, the synthetic estimate, can be obtained for each strata 
combination. Thus, if we divide the United States into C strata 
combinations and obtain 4, and the usual way, we can 
estimate a and by least squares from the data pairs (Zc, Yc,) where 

c x 1, ...,C (6) 

Once, the estimates and are obtained, they can be substituted into 
equation (5) and estimates Xs of Xs can be obtained for each State. 

An example of this estimation procedure was constructed from the 
mortality data on deaths from motor vehicle accidents discussed in 
Section 3. For the ancillary variable, we let Z represent population 
density and divided the United States into the 14 State combinations 
shown in Table 2. From these we obtained the appropriate) Xc and 
Ye,. The least squares estimates of a and ß obtained from these 14 State 
combinations were a = 12.0626 and ß = -.0660. The correlation between 
Z and Y as estimated from the 14 sample points was r -.6034. Having 
obtained and ß, the estimated deaths were computed for each State 
and the distribution of percentage absolute differences is shown in Table 
3 alongside that for Rs. Clearly is an improvement over in the 
sense that the median percentage absolute difference was 10.0 for as 

compared with 15.9 for Rs. . 

5. Some Comments 

While the scope of this evaluation study was not large enough to 
make any final conclusions, about the value and accuracy of synthetic 
estimation, some extrapolations might prove valuable in planning further 
studies: 

(1) The estimator, might be especially suitable to estimate health 
parameters from National Health Survey Data. Without loss of 
generality, Zs might be a vector of ancillary data and the estimator 
Xs would be a multiple regression type estimator. The problem 
would be to find a set of variables, Z, which might be related to the 
health characteristic being estimated and different health 
characteristics would require different sets. There is a wealth of 
variables available for small areas from the 1970 US. Census which 
might be related to health variables, and this method of estimation 
could make use of these Census data. 

(2) Since there was much variability in the agreement of synthetic 
estimates with true values not only among States for each cause of 
death, but also among causes of death with respect to median and 
mean percentage absolute differences, one might generalize that 



Table 2. State Clusters Used to Obtain Regression Coefficients 

State Cluster 
Population Density 

(Persons /Mile2) 

Motor Vehicle De ths 

Synthetic Estimate True Value Percentage Difference Y, 
x 

1. Maine, N. H., Vt. 39.88 267.6 375 40.13 
2. Mass., R. I., Conn. 617.98 1154.6 991 -14.17 
3. N. Y., Pa. 302.34 3800.8 3857 1.48 
4. Ohio, Illinois 204.20 4267.7 3648 -14.52 
5. Indiana, Michigan 133.95 2662.2 2884 8.33 
6. Wisconsin, Mo., Iowa, Minnesota 55.58 3133.8 3385 8.02 
7. N. D., S. D., Neb., Kansas 16.10 1073.4 1220 13.65 
8. Del., Md., D. C. 361.90 1071.7 700 -34.68 
9. Va., N. C., Fla. 94.13 3378.8 3249 - 3.84 

10. W. Va., S. C., Ga., Ky., Tenn., 
Alabama., Louisiana 73.39 5216.4 5492 5.28 

11. Ark., Okl., Texas, Miss. 36.79 3912.2 4140 5.82 
12. Alaska, Nevada, Ariz., Montana, 

Idaho, Wyoming, New Mexico, 
Utah 4.02 1373.4 1809 31.7 

13. Colorado, Oregon, Washington 23.90 1680.7 1556 - 7.42 
14. California, Hawaii 100.32 4355.2 4044 - 7.15 

a 12.0626 

ß = - .0660 

Table 3. Distribution of Percentage Absolute Differences for 
and with Respect to Motor Vehicle Accident Deaths 1960 

Percentage Absolute 
Difference 

Frequencies (f) and Cumulative Percentages (cp) 

f 22 

0. 4.0% 10 20.4 
4.1. 8.0% 10 40.8 
8.1 -12.0 9 59.2 

12.1.16.0 3 65.3 
16.1 -20.0 1 67.3 
20.1 -24.0 5 77.6 
24.1 -28.0 2 81.6 
28.1 -32.0 2 85.7 
32.1 -36.0 0 85.7 
36.1 -40.0 1 87.8 
40.144.0 3 93.9 
44.1.48.0 1 95.9 
48.1+ 2 100.0 

Total 49 

Median % absolute difference 
Mean % absolute difference 
Relative Variance 

10.0 
16.1 

1.03 

7 14.3 
9 32.7 
6 44.9 
3 51.0 
6 63.3 
3 69.4 
4 77.6 
2 81.6 
2 85.7 
1 87:8 
1 89.8 
0 89.8 
5 100.0 

49 

15.9 
20.2 

1.00 
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great care should be taken in the interpretation of synthetic 
estimates. 

(3) Much more work is needed in the development of methodology to 
produce estimates of health characteristics for small areas. 
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INTRODUCTION 

TWO APPROACHES TO HEALTH INTERVIEW SURVEYS 

REGINA LOEWENSTEIN, COLUMBIA UNIVERSITY 

COMMUNITY SAMPLES 

PLANNING HEALTH PROGRAMS AND LEGISLATION 
FOR HEALTH INSURANCE REQUIRES EVALUATION OF 
DIFFERENT HEALTH DELIVERY SYSTEMS AND VARIOUS 
METHODS OF PAYMENT. THE NECESSARY INFORMATION 
ABOUT UTILIZATION AND CHARGES FOR PERSONAL 
HEALTH SERVICES ARE FREQUENTLY OBTAINED FROM 
HOUSEHOLD HEALTH INTERVIEW SURVEYS. 

DIFFERENT TYPES OF QUESTIONS HAVE BEEN 
USED IN SURVEYS TO ASK PEOPLE ABOUT UTILIZATION 
AND CHARGES FOR PERSONAL HEALTH SERVICES. IN 

SOME STUDIES, SPECIFIC CONDITIONS AND SERVICES 
ARE FIRST IDENTIFIED, AND IN OTHER STUDIES 
SPECIFIC FACILITIES USED ARE FIRST IDENTIFIED. 

OTHER STUDIES USE A COMBINATION OF THESE AP- 

PROACHES, NO PROBE QUESTIONS OR DIFFERENT TYPES 
OF PROBE QUESTIONS. 

THE SURVEY DESCRIBED HERE WAS DESIGNED TO 
COMPARE INTERVIEWS WITH THE CONDITIONS AND FA- 
CILITIES APPROACHES WITH REGARD TO REPORTED 
AMOUNTS OF SERVICES AND CHARGES, AND ALSO WITH 

REGARD TO ACCURACY OF DATA. IN INTERVIEWS WITH 
THE CONDITIONS APPROACH, PROBE QUESTIONS ASKED 
ABOUT SPECIFIC ILLNESSES AND TYPES OF HEALTH 
CARE DURING THE PAST YEAR; AND WITH THE FACILI- 

TIES APPROACH, PROBE QUESTIONS ASKED ABOUT SPE- 
CIFIC TYPES OF FACILITIES USED IN THE SAME TIME 
PERIOD. 

COMPARISONS OF THE VOLUME AND ACCURACY OF 
REPORTING IN INTERVIEWS WITH THE TWO APPROACHES 
WERE DONE WITH THREE TYPES OF DATA: 

I. INTERVIEWS WITH TWO MATCHED SAM- 
PLES OF THE COMMUNITY: TO COMPARE AMOUNTS OF 
REPORTED SERVICES AND CHARGES DURING THE PREVI- 
OUS YEAR. 

2. RECORD CHECKS WITH FACILITIES RE- 

PORTED USED BY PERSONS FROM THE COMMUNITY SAM- 
PLES: TO COMPARE UNDER AND OVER -REPORTING OF 
NUMBERS OF SERVICES, AND OVER -REPORTING OF USE 
OF SPECIFIC FACILITIES. 

3. INTERVIEWS WITH MATCHED SAMPLES 
OF KNOWN USERS OF DIFFERENT TYPES OF FACILITIES: 
TO COMPARE UNDER -REPORTING OF USE OF SPECIFIC 
FACILITIES. 

THE AREA COVERED BY THIS SURVEY WAS THE 
WASHINGTON HEIGHTS HEALTH DISTRICT, A LOWER AND 
MIDDLE -CLASS COMMUNITY IN THE NORTHERNMOST 
SECTION OF MANHATTAN OF NEW YORK CITY. WHEN 

INTERVIEWS WERE DONE IN 1965 -1966, THE POPULA- 
TION WAS ABOUT 270,000. 

THE STUDY WAS SUPPORTED BY GRANT CH 00128 
FROM THE NATIONAL CENTER FOR HEALTH SERVICES 
RESEARCH AND DEVELOPMENT AND WAS ONE OF THE 
COLLABORATING PROJECTS OF THE MASTER SAMPLE SUR- 
VEY SUPPORTED BY THE HEALTH RESEARCH COUNCIL OF 
NEW YORK CITY UNDER CONTRACT U 1053. 
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Two MATCHED PROBABILITY AREA SAMPLES, EACH 
CONSISTING OF 1000 HOUSING UNITS, WERE CHOSEN 
SO THAT EACH SAMPLE WAS REPRESENTATIVE OF THE 
HEALTH DISTRICT. FAMILIES IN ONE SAMPLE WERE 
RANDOMLY ASSIGNED TO BE INTERVIEWED WITH SCHED- 
ULES USING THE CONDITIONS APPROACH, AND THOSE 
IN THE OTHER SAMPLE WITH THE FACILITIES AP- 
PROACH. IN JULY 1965 TO MARCH 1966, INTERVIEWS 
WERE OBTAINED FROM 759 FAMILIES WITH 1862 PER- 

SONS USING THE CONDITIONS APPROACH, AND FROM 

781 FAMILIES WITH 1943 PERSONS USING THE FACI- 
LITIES APPROACH. 

INTERVIEW SCHEDULES WERE DESIGNED TO COM- 
PARE INFORMATION ABOUT ALL TYPES OF HEALTH SER- 
VICES, EXCEPT DENTAL CARE, REPORTED IN RESPONSE 
TO PROBE QUESTIONS WITH EACH APPROACH. THE 
FIRST 28 OF 54 PROBE QUESTIONS FOR CONDITIONS 
CASES WERE ALMOST IDENTICAL TO THE LIST USED AT 
THAT TIME BY THE NATIONAL HEALTH INTERVIEW SUR- 
VEY. IN THE SCHEDULE FOR FACILITIES CASES, THE 
FIRST 2 OF 50 PROBE QUESTIONS ASKED ABOUT FAMI- 
LY DOCTOR AND GENERAL PRACTITIONER, AND OTHER 
QUESTIONS ASKED ABOUT SPECIFIC SPECIALISTS AND 
CLINICS. WHENEVER POSSIBLE, THERE WERE PARALLEL 

PROBE QUESTIONS, SUCH AS, HEART TROUBLE AND 
HEART SPECIALIST. 

FOR EACH CONDITIONS PERSON WITH ONE OR MORE 
REPORTED ATTENDED CONDITION OR SERVICE DURING 
THE YEAR, QUESTIONS WERE ASKED ABOUT SERVICES 
AND CHARGES DURING ONE YEAR FROM EACH FACILITY 

USED FOR EACH CONDITION. WHENEVER A SPECIFIC 
FACILITY WAS REPORTED MORE THAN ONCE, QUESTIONS 
WERE ASKED TO OBTAIN INFORMATION NOT PREVIOUSLY 
REPORTED. FOR EACH FACILITIES PERSON WITH ONE 
OR MORE REPORTED TYPES OF FACILITIES, SIMILAR 
QUESTIONS WERE ASKED TO OBTAIN NAMES OF FACILI- 
TIES AND UNDUPLICATED SERVICES AND CHARGES. 

PERSONS AND FAMILIES COVERED BY INTERVIEWS 

WITH THE TWO APPROACHES DID NOT DIFFER SIGNIFI- 
CANTLY IN 90 OF 92 PERSONAL CHARACTERISTICS. 
RANDOM ASSIGNMENTS OF CASES TO INTERVIEWERS 

MINIMIZED INTERVIEWER- RESPONDENT INTERACTION, 
AND ASSURED COMPLETION OF APPROXIMATELY THE 
SAME NUMBER OF CONDITIONS AND FACILITIES CASES 

BY EACH INTERVIEWER. THEREFORE, OBSERVED DIF- 
FERENCES BETWEEN THE TWO GROUPS OF CASES CAN BE 
ASSUMED TO BE DUE ONLY TO THE DIFFERENT AP- 
PROACHES. 

DIFFERENCES OF THE TWO SCHEDULES WITH RE- 
GARD TO REPORTED SERVICES AND CHARGES TO VARI- 

OUS TYPES OF FACILITIES BY ALL PERSONS AND BY 

SPECIFIC DEMOGRAPHIC SUBGROUPS WERE ANALYZED BY 
TESTS OF HOMOGENEITY. UNDER THE ASSUMPTION THAT 

MORE REPORTED SERVICES AND CHARGES INDICATE 
BETTER RECALL, THESE DETAILED FINDINGS MAY BE 

USED TO SELECT THE BEST APPROACH FOR A SURVEY 
OF A COMMUNITY OR GROUP WITH KNOWN CHARACTER- 
ISTICS. 



FOR ALL PERSONS, THE FACILITIES APPROACH 
YIELDED BETTER RECALL OF CLINICS WITH CHARGES, 
AND THE CONDITIONS APPROACH MORE REPORTING OF 
PRIVATE DOCTORS AND FREE FACILITIES. (TABLE i.) 

WITH THE CONDITIONS APPROACH, RECALL WAS BETTER 
BY MALES, WOMEN 65 YEARS OR OLDER, AND PERSONS 

OF LOW INCOME. MORE SERVICES AND CHARGES WERE 
REPORTED WITH THE FACILITIES APPROACH BY PERSONS 
OF HIGHER INCOME LEVEL. 

AMONG ALMOST ALL DEMOGRAPHIC SUBGROUPS 
THERE WERE FEWER PERSONS WITH UNKNOWN AMOUNTS OF 
SERVICES AND CHARGES AMONG THE FACILITIES THAN 
THE CONDITIONS CASES. IN SELECTING THE TYPE OF 
APPROACH FOR A SPECIFIC SURVEY, ONE WOULD TRY TO 
MAXIMIZE REPORTED SERVICES AND CHARGES AND TO 

MINIMIZE UNKNOWN AMOUNTS. 

TO COMPARE THE AMOUNT OF WORK USED FOR EACH 
APPROACH, A UNIT OF REPORTING WAS DEFINED AS A 

CONDITION -FACILITY FOR THE CONDITIONS APPROACH 
AND AS A FACILITY FOR THE FACILITIES APPROACH, 
WHETHER OR NOT ADDITIONAL SERVICES OR CHARGES 
WERE REPORTED. THE MEAN NUMBER OF SUCH UNITS 
WAS 15 PERCENT LESS FOR FACILITIES CASES THAN 
FOR CONDITIONS CASES. 

IN SUMMARY, THE FACILITIES TECHNIQUE RE- 
QUIRED LESS WORK, HAD FEWER PERSONS WITH UN- 

KNOWN SERVICES AND CHARGES, AND YIELDED ABOUT 
THE REPORTED AMOUNTS OF SERVICES AND 
CHARGES. 

RECORD CHECKS 

ONE METHOD OF STUDYING RELATIVE ACCURACY OF 
THE TWO TYPES OF SCHEDULES WAS COMPARISONS OF 
SERVICES REPORTED IN INTERVIEWS AND IN RECORDS 
OF SPECIFIC FACILITIES MENTIONED. THESE RECORD 
CHECKS MEASURED OVER REPORTING OF THE USE OF FA- 
CILITIES AND ACCURACY OF REPORTED NUMBERS OF 
SERVICES. 

DOCTORS RETURNED MORE THAN 700 OR 67 PER 
CENT OF 1100 QUESTIONNAIRES ABOUT PERSONS WHO 
REPORTED AMBULATORY CARE BY THEM. ARRANGEMENTS 
WERE MADE TO SEARCH FOR RECORDS OF 150 PERSONS 
WHO REPORTED USE OF A LARGE OUTPATIENT DEPART- 
MENT OF A HOSPITAL, AND III OR 74 PERCENT WERE 
LOCATED. IN ADDITION, RECORDS OF 96 MEMBERS OF 

A PREPAID COMPREHENSIVE GROUP PRACTICE WERE MADE 
AVAILABLE TO THE STUDY STAFF. 

THE RESULTS OF THESE RECORD CHECKS OF AMBU- 
LATORY MEDICAL CARE ARE SUMMARIZED IN TABLE 2. 
DIFFERENCES AMONG TYPES OF FACILITIES WERE 
GREATER THAN DIFFERENCES BETWEEN THE TWO AP- 
PROACHES. 

OVER -REPORTING OF THE USE OF FACILITIES WAS 
LESS THAN IO PERCENT FOR PRIVATE MEDICAL DOC- 
TORS, SLIGHTLY MORE THAN IO PERCENT FOR PRE- 
PAID CARE, AND 20 PERCENT FOR CLINIC CARE. MEAN 
VISITS PER PERSON -FACILITY PER YEAR WERE .4 

HIGHER IN INTERVIEWS THAN RECORDS FOR PRIVATE 
DOCTORS AND 2 VISITS HIGHER FOR CLINIC CARE. 
FOR PREPAID CARE, THE MEANS FROM INTERVIEWS WERE 

LESS THAN THE MEANS FROM RECORDS, BUT FOR FACI- 

LITIES CASES THE MEANS WERE ALMOST EQUAL. 
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THE CORRELATION COEFFICIENT OF VISITS IN 

INTERVIEWS AND RECORDS WAS ABOUT .7 FOR CONDI- 
TIONS CASES AND .6 FOR FACILITIES CASES FOR 
BOTH PRIVATE DOCTORS AND CLINICS. BUT FOR PRE- 
PAID CARE, THE CORRELATION COEFFICIENT OF 
FOR CONDITIONS CASES WAS SIGNIFICANTLY LESS THAN 

FOR FACILITIES CASES. 

FOR CLINIC CASES, THE HIGH PERCENT OF SO- 
CALLED OVER -REPORTING ANO THE CONSIDERABLY 
LARGER MEAN VISITS FROM INTERVIEWS THAN RECORDS 
MAY REFLECT INCOMPLETE RECORDS AS WELL AS OVER - 
REPORTING BY RESPONDENTS. SOME PERSONS MAY HAVE 
REPORTED AS VISITS DAYS SPENT IN WAITING ROOMS 
WHEN NO SERVICES WERE RECEIVED, OR TRIPS TO MAKE 
APPOINTMENTS OR TO PURCHASE MEDICINES. 

IN SUMMARY, THE LARGEST DIFFERENCE BETWEEN 
APPROACHES REVEALED BY THE RECORD CHECKS SHOWED 
MORE ACCURACY WITH THE FACILITIES SCHEDULE IN 

THE REPORTING OF PREPAID CARE. FOR PRIVATE DOC- 
TORS AND CLINICS, WITH MOST OF THE REPORTED 
VISITS, THERE WERE NO DIFFERENCES IN THE RELA- 
TIVE ACCURACY OF THE TWO APPROACHES. 

SAMPLES OF KNOWN USERS 

IN ORDER TO COMPARE UNDERREPORTING OF THE 

USE OF DIFFERENT TYPES OF FACILITIES WITH THE 
TWO APPROACHES, INTERVIEWS WERE ALSO SOUGHT 
ABOUT PERSONS KNOWN TO HAVE USED SPECIFIC FACI- 
LITIES DURING ONE YEAR PRIOR TO THE INTERVIEW. 
SAMPLES OF KNOWN USERS OF FACILITIES IN THE 

STUDY AREA WERE LIMITED TO PERSONS LIVING THERE 
WHEN SERVICES WERE RECEIVED AND AL30 WHEN INTER- 
VIEWS WERE COMPLETED. 

THROUGH CONTACTS IN THE COMMUNITY, SEVEN 
SAMPLES WERE SELECTED. A SAMPLE OF ADULT PRI- 
VATE PATIENTS WAS OBTAINED FROM FOUR DOCTORS ANO 
A SAMPLE OF PRIVATE PATIENTS WHO WERE CHILDREN 
WAS SELECTED FROM SCHOOL RECORDS OF PRE -SCHOOL 
EXAMINATIONS. SCHOOL RECORDS ALSO GAVE SAMPLES 
OF CHILDREN EXAMINED AND/OR TREATED BY SCHOOL 
DOCTORS WITHOUT CHARGES AND BY CLINICS. IN AD- 
DITION, THERE WAS A SAMPLE OF PERSONS WHO RE- 
CEIVED FREE CARE IN HEALTH DEPARTMENT CLINICS 

AND THERE WERE TWO SAMPLES OF PERSONS WHO HAD 
FREE OR LOW -COST CARE FOR PSYCHIATRIC PROBLEMS. 

INTERVIEWS WITH FAMILIES OF THESE PATIENTS 
WERE DONE AT THESAME TIME AND BY THE SAME STAFF 
AS THOSE FROM THE COMMUNITY SAMPLES, AND INTER- 

VIEWERS HAD NO INFORMATION ABOUT THE TYPE OF 
CASE. RANDOM ASSIGNMENTS WERE ALSO USED FOR 
THESE CASES. 

FOR EACH TYPE OF FACILITY, REPORTING OF THE 
USE OF THE KNOWN FACILITY WAS SLIGHTLY, BUT NOT 
SIGNIFICANTLY,HIGHER WITH THE FACILITIES AP- 
PROACH. (TABLE 3.) THERE WERE MORE VARIATIONS 
IN REPORTING BY TYPE OF CASE THAN BY APPROACH. 

PRIVATE DOCTORS WERE REPORTED FOR ABOUT 
TWOTHIRDS OF EACH OF THE TWO SAMPLES. FREE 
CARE BY SCHOOL DOCTORS ANO HEALTH DEPARTMENT 
CLINICS WAS REPORTED FOR 30 TO PERCENT OF 
PERSONS WITH KNOWN SERVICES. THE SPECIFIC PSY- 
CHIATRIC CLINIC WAS REPORTED FOR MORE THAN HALF 



OF THE PATIENTS. 

FURTHER ANALYSES SHOWED THAT RECALL OF THE 

USE OF A SPECIFIC FACILITY WAS BETTER NOT ONLY 
WHEN THERE WERE CHARGES BUT ALSO WHEN THERE 
WERE MORE VISITS DURING THE SURVEY YEAR. 

ESTIMATED AMBULATORY CARE BY PRIVATE MEDICAL 
DOCTORS 

SINCE PRIVATE MEDICAL DOCTORS WERE IN- 

CLUDED IN BOTH THE RECORD CHECKS AND INTERVIEWS 
ABOUT KNOWN USERS, A MATHEMATICAL MODEL WAS DE- 
VELOPED TO APPLY THESE RESULTS TO ESTIMATE MEAN 
PERSON -DOCTORS AND MEAN VISITS TO PRIVATE DOC- 
TORS PER PERSON PER YEAR. IN THE APPENDIX ARE 
THE DERIVATION OF THIS MODEL AND THE RESULTS 
OF COMPUTATIONS OF ESTIMATED MEANS. 

ABOUT 8O PERCENT OF THE ESTIMATED TOTAL 
NUMBER OF PERSON -DOCTORS WAS REPORTED WITH BOTH 
TYPES OF SCHEDULES. BUT THE UNDER -REPORTING 
OF VISITS WAS SOMEWHAT LESS FOR THE FACILITIES 

APPROACH THAN FOR THE CONDITIONS APPROACH. THE 
RATIO OF THE MEAN REPORTED VISITS TO ESTIMATED 
MEAN VISITS WAS .88 FOR CONDITIONS CASES AND 
.93 FOR FACILITIES CASES. 

IMPLICATIONS 

BECAUSE OF THE SLIGHT DIFFERENCES IN 

TABLE 

YIELD AND ACCURACY OF THE TWO APPROACHES, ANO 
BECAUSE THE FACILITIES APPROACH IS EASIER AND 
CHEAPER TO EXECUTE, IT IS SUGGESTED THAT THE 
FACILITIES APPROACH BE USED. BASED ON THE 
MOST EFFECTIVE QUESTIONS IN BOTH APPROACHES, 
AND STATING ALL QUESTIONS AS FACILITIES, THE 
FOLLOWING LIST OF 14 PROBE QUESTIONS IS PRO- 
POSED: 

HOSPITAL STAYS 
DOCTORS WHO GAVE CARE IN HOSPITALS 
SURGEONS 
FAMILY OR REGULAR DOCTORS 
CLINICS 
EYE DOCTORS, OPTOMETRISTS, OR PLACES TO 
GET GLASSES 

OBSTETRICIANS AND GYNECOLOGISTS 
PEDIATRICIANS 
OTHER DOCTORS 
OTHER PERSONS, SUCH AS, FOOT DOCTORS, CHIRO- 

PRACTORS, ETC. 
ANY OTHER PLACE AND ANYONE ELSE FOR: 
PHYSICAL EXAMINATIONS 

X -RAYS, TESTS, SHOTS 

COLDS, VIRUSES, ETC. 

ANYTHING ELSE 

SPECIFIC QUESTIONS CAN BE ADDED OR DELETED AC- 
CORDING TO THE PURPOSES OF THE SURVEY AND THE 

AGE -SEX COMPOSITION OF THE PERSONS IN A PARTI- 
CULAR STUDY. 

REPORTED AMBULATORY VISITS 
COMMUNITY SAMPLES, BY TYPE 

FOR HEALTH SERVICES* 
OF FACILITY AND TYPE 

DURING YEAR FOR 
OF SCHEDULE 

TYPE OF FACILITY 
PERCENT WITH VISITS MEAN VISITS PER PERSON 

CONDITIONS FACILITIES CONDITIONS FACILITIES 

NUMBER OF PERSONS 

ANY FACILITY 

PAID 
PRIVATE MEDICAL DOCTOR 

CLINIC 
PRIVATE NON -MEDICAL PRACTITIONER* 

PREPAID 

FREE 

TYPE UNKNOWN 

1862 

77.8 

1943 

73.8 

1862 1943 

5.4 

14.7 

6.3 

9.0 

15.1 

7.0 

22.0 

4.7 

3.6 
.4 

.3 

I.0 

.0 

2.7 

.4 

.4 

1.1 

.1 

*EXCLUDES DENTAL CARE. 
* *EXCLUDES VISITS TO OPTOMETRISTS. 
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TABLE 2 

RECORD CHECKS OF REPORTED AMBULATORY MEDICAL CARE DURING YEAR, 
BY TYPE OF FACILITY AND TYPE OF SCHEDULE 

PRIVATE DOCTORS CLINICS PREPAID CENTERS 
CONDITIONS FACILITIES CONDITIONS FACILITIES CONDITIONS FACILITIES 

REPORTED USE OF FACILITY 

NUMBER OF PERSON -FACILITIES 336 362 51 6o 47 49 

PERCENT WITH CARE IN INTER-, 

VIEWS AND NOT IN RECORDS 8..3 9.7 19.6 20.0 19.2 8.2 

PERCENT WITH CARE IN RECORDS 
AND NOT IN INTERVIEWS * * * * 12.8 10.2 

REPORTED NUMBER OF VISITS 

NUMBER OF PERSON -FACILITIES 319 33o 51 60 47 49 

MEAN NUMBER OF VISITS IN YEAR 

REPORTED IN INTERVIEWS 4.9 3.9 8.3 6.8 4.o 
FROM RECORDS 3.5 6.3 4.8.5 4.2 
DIFFERENCE OF MEANS 2.0 2.0 - 1.1 - .2 

CORRELATION COEFFICIENT OF 
NUMBER OF VISITS REPORTED 

IN INTERVIEWS AND FOUND IN 

RECORDS .72 .62 .76 .64 .48 .74 

*DATA NOT AVAILABLE. 

TABLE 3 

REPORTED USE OF AMBULATORY HEALTH FACILITIES KNOWN TO HAVE BEEN 
USED DURING YEAR, BY TYPE OF CASE AND TYPE OF SCHEDULE 

TYPE OF CASE AND SCHEDULE NUMBER OF 
CASES 

TOTAL 
PERCENT 

REPORTED 
USED 

NOT 
REPORTED 
USED 

UNCERTAIN IF 

REPORTED 
USED* 

PRIVATE DOCTORS SEEN BY ADULTS 
CONDITIONS 100.0 67.0 30.9 2.1 

FACILITIES 100.0 67.9 31.0 1.2 

PRIVATE DOCTORS SEEN BY SCHOOL 
CHILDREN 

CONDITIONS 100.0 58.6 31.4 10.0 

FACILITIES 63 100.0 74.6 17.5 7.9 

PSYCHIATRIC CLINIC 
CONDITIONS 100.0 49.0 46.9 4.o 
FACILITIES 100.0 61.1 38.9 .0 

SCHIZOPHRENIC COHORT 
CONDITIONS 27 100.0 25.9 14.8 

FACILITIES 25 100.0 52.0 8.0 

HEALTH DEPARTMENT CLINICS 
CONDITIONS 129 100.0 36.4 47.3 16.3 

FACILITIES 131 100.0 42.0 35.1 22.9 

CLINICS USED BY SCHOOL CHILDREN 
CONDITIONS 20 100.0 0 50.0 
FACILITIES 21 100.0 57.1 

SCHOOL DOCTORS 
CONDITIONS 59 30.5 59.3 10.2 

FACILITIES 61 100.0 34.4 63.9 1.6 

*PRIMARILY DUE TO REPORTING OF A VAGUELY DEFINED LOCATION THAT HAD SEVERAL FACILITIES. 
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APPENDIX SUMMARY OF MODEL 

ESTIMATED AMBULATORY CARE BY 
PRIVATE MEDICAL DOCTORS 

ASSUMPTIONS 

I. THE RECALL OF PERSON -DOCTORS WITH 
RECORD CHECKS IS REPRESENTATIVE OF THE RECALL 
OF ALL PERSON -DOCTORS DURING THE YEAR. 

2. THE RECALL OF PERSON -DOCTORS IN INTER- 
VIEWS WITH SAMPLES OF KNOWN USERS IS REPRESENTA- 

TIVE OF THE RECALL OF ALL PERSON -DOCTORS USED 
DURING THE YEAR. 

3. THE NUMBERS OF VISITS REPORTED BY DOC- 
TORS IN QUESTIONNAIRES ARE MORE ACCURATE THAN 
THE NUMBERS REPORTED IN INTERVIEWS. 

NOTATION 

LET N = NUMBER OF PERSONS COVERED IN INTER- 

VIEWS WITH COMMUNITY SAMPLES 

D = NUMBER OF PERSON -DOCTORS FOR ONE YEAR 

REPORTED IN INTERVIEWS WITH COMMUNITY 
SAMPLES 

P = PROPORTION OF PERSON -DOCTORS OVER - 

REPORTED (BASED ON RECORD CHECKS) 

U = PROPORTION OF PERSON -DOCTORS NOT RE- 

PORTED (BASED ON INTERVIEWS WITH SAM- 
PLES OF KNOWN USERS) 

V = NUMBER OF VISITS REPORTED FOR N PER- 

SONS BY D PERSON -DOCTORS IN ONE YEAR 

K = ADJUSTMENT FACTOR FOR MEAN VISITS PER 
PERSON -DOCTOR PER YEAR 

MEAN VISITS PER PERSON -DOCTOR FROM 

s RECORDS 

MEAN VISITS PER'PERSON- DOCTOR FROM 

INTERVIEWS 

DERIVATION 

UD - ESTIMATED NUMBER OF PERSON -DOCTORS UNDER- 
REPORTED 

PD s ESTIMATED NUMBER OF PERSON -DOCTORS OVER - 
REPORTED 

D + UD - PD s 0(1 + U - P) s D' s ESTIMATED 

NUMBER OF PERSON -DOCTORS FOR N PERSONS IN 

ONE YEAR 

V/D s MEAN REPORTED VISITS PER PERSON -DOCTOR 
PER YEAR 

K(V /D) + U - P) s ESTIMATED NUMBER OF 
VISITS TO ESTIMATED NUMBER OF PERSON - 
DOCTORS IN ONE YEAR ESTIMATED TOTAL 
VISITS BY- N PERSONS IN ONE YEAR 

K(V /N) (I + U - P) s V' /N s ESTIMATED MEAN 
VISITS PER PERSON IN ONE YEAR 
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To OBTAIN A BETTER ESTIMATE OF MEAN VISITS 
PER PERSON, MEAN REPORTED VISITS IS MULTIPLIED 
BY TWO FACTORS. ONE FACTOR IS A CORRECTION 
FACTOR OF MEAN VISITS PER PERSON -DOCTOR BASED 
ON RECORD CHECKS. THE SECOND FACTOR IS BASED 
ON THE ESTIMATE OF UNDER -REPORTING OF PERSON - 
DOCTORS BASED ON INTERVIEWS WITH SAMPLES OF 
KNOWN USERS AND ON THE ESTIMATE OF OVER- REPORT- 
ING OF PERSON -DOCTORS BASED ON RECORD CHECKS. 

RESULTS OF COMPUTATIONS 

CONDITIONS FACILITIES 

D/N s MEAN REPORTED PER- 
SON- DOCTORS IN ONE 
YEAR .66 .70 

D' /N s ESTIMATED MEAN 
PERSON- DOCTORS IN 

ONE YEAR .82 .86 

D /D' = PROPORTION OF PER- 
SON- DOCTORS RE- 

PORTED .80 .81 

V/N = MEAN REPORTED VIS- 
ITS IN ONE YEAR 3.0 2.7 

/N = ESTIMATED MEAN 
VISITS IN ONE YEAR 3.4 2.9 

V /V' = PROPORTION OF VIS- 

ITS REPORTED .88 .93 



Table 2 - Parameters the quadratic 
approximation of log e for a few 
model life tables for the males. 

Mortality a bx102 cx103 
level 

(1) (2) (3) (4) 

10 1.5984 -.433 -.102 
25 1.6467 -.313 -.119 
40 1.6922 -.251 -.127 
55 1.7375 -.253 -.128 
70 1.7644 -.194 -.134 
85 1.7942 -.193 -.134 

100 1.8233 -.223 -.130 

The estimated values of c are 
sufficiently small as these were 
expected to be. The values are 
negative, show a slowly declining 
trend and a sign of increase at 
the end. b, which is also small and 
negative, appears to be an oscillat- 
ing but diminishing function of the 
levels. The increasing trend of'a' 
is, however, more regular. Obvious- 
ly, the estimates of these para- 
meters, being dependent upon the model 
life tables, are subjected to the 
defects of those tables and hence 
should not be regarded as final. For 
a thorough analysis the parameters 
may be allowed to vary within toler- 
able limits and the results may be 
checked for consistency by compari- 
sons with other life table functions. 
So far as the model life tables are 
concerned, the life expectancies 
reproduced from the estimated para- 
meters compare favorably with the 
actual values. (Appendix 1) 

3. Derivation of other life table 
functions 

It is apparent from the results 
presented earlier that an alterna- 
tive method for constructing model 
life tables can be formulated if it 
can be 

o 
shown that the information 

about ex is sufficient to generate 

other life table functions. For- 
tunately, Tx can be determined 
directly from ex, when Ix can be 

obtained from I 

o 

x Tx /ex and hence the 

entire life table can be completed. 
This is so because 

fi loge (Txl /Tx2) (8) 

o 

Since To= is known for a given 

model table, any Tx can be solved from 
(8) by putting xl = 0 and x2 =x pro- 
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vided the integral on the left hand 
side of (8) can be evaluated. 

o 

The values of e can, however, be 
used to solve the above equation by 
numerical integration. It has been 
found that the approximation by trape- 
zoidal rule even for five year inter- 
vals beyond age 5 is quite satisfacT. 
tory. Thus 

for > 5 and x -x = 5, 
2 1 

log (Tx / Tx ) 

(x - x ) (lie + 1/e ) 

2 2 X1 
(9) 

For the first age interval (0,5), 
o 

in which ex generally assumes its max- 

imum value at 2, the recommended pro- 
cedure is toouse a quadratic approxi- 
mation of I/e 

x 
for each of the two 

subintervals (0, 2) and (4,5), with or 
even without any correction for equal- 
izing the derivatives at In each 
of these two cases, the quadratic is 
assumed to produce a minimum value at 
2, thereby reducing the number of para- 
meters from three to two. The para- 
meters can thereforeobe estimated from 
the given values of ex at the two boun- 

daries. Thus writing the quadratic as 
o 

I /ex = m + nx + px2 (10) 

and subjecting the equation to the con- 
dition that the minimum value is 
assumed at 2, the requirement for which 

is 

n = -2p2 (11) 
the integral in (8) can be written as 

f I /e dx = f px(22 -x)) dx (12) 
o o 

o 

for the interval 0 to Since and 
o o 

are known, the parameters can be 

solved from (10), and (12) can be eval- 
uated. The same procedure may be 
applied to the interval (2,5). 

The equations (8) to (12) have been 
examined in some detail to verify the 
utility of this approach. For that, 
the model life table for males corres- 
ponding to level 70 53.6) has 

been selected and the results shown in 
Table 3. This table has a life expec- 
tancy (combined for the two sexes) of 
55 years which seems to be quite closé 
to the value of that index in Iddia at 
the present time. 



Table 3, Graduated values of compared with model values 

for model life tables level number 70 for males. 

o 

Age x ex 

(1) (2) 

0 53.6 
1 58.8 
5 56.4 

10 53.9 
15 50.7 
20 47.0 
25 42.9 
30 38.5 
35 34.0 
40 29.7 
45 25.4 
50 21.5 
55 17.8 
60 14.6 
65 11.8 
70 9.4 
75 7.3 
80 5.6 

1000 Tx 
Graduated 

(3) 

53,565 
52,644 
49,186 
44,920 
40,821 
36,844 
32,958 
29,138 
25,370 
21,668 
18,052 
14,564 
11,266 
8,249 
5,624 
3,488 
1,898 

862 

It may be pointed out that the life 
expectancies were computed by rounding 
off at the first decimal digit and ac- 
cordingly there is no sense in carry- 
ing out the computations of Ix with a 

radix of 100,000. A radix of 1,000 
has therefore been chosen for which 
the two sets of figures demonstrate 
considerable closeness. It seems cer- 
tain that the figures would be a lot 
closer if the computations of life 
expectancies were carried out to a 
few more significant digits and the 
numerical integrations were based 
on intervals shorter than five years. 

4. Summary and Discussion 

The model life tables prepared 
by the United Nations were based on 
a study that showed that the shape of 
the mortality curve is retained at all 
mortality levels and the infant mor- 
tality rate alone is generally suf- 
ficient for generating the entire 
mortality curve. The study repor- 
ted here is based on the finding that 
the life expectancy can be regarded 
as an exponential function of age and 
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1000 I 

Graduated 
x 
Model 

(4) (5) 

1,000 
895 
872 
833 
805 
787 
768 
757 
746 
730 
711 
677 
633 
564 
477 
371 
260 
154 

1,000 
882 
840 
828 
819 
806 
787 
767 
748 
726 
699 
665 
620 
561 
484 
387 
274 
162 

for all practical purposes the loga- 
rithm of the former can be approximated 
by a quadratic equation of the latter 
variable namely, age, for the entire 
range except the childhood interval of 
less than 5 years. This age interval 
(0 -4) also includes the age at which 
expectation of life assumes its max- 
imum value and that age approaches the 
age 0 with increase in life expectancy. 
The model life tables were used to de- 
termine this age, the maximum life 
expectancy and the parameters of the 
quadratic equation for a number of 
levels, and the results were quite en- 
couraging. Finally, it has been shown 
that a set of life expectancies is 
theoretically sufficient to generate 
the entire life table. The conclusion 
can therefore be drawn that while the 
expectation of life at birth, from the 
point at view of its definition uses 
the entire information of the life ta- 
ble, it can also be manipulated, under 
certain empirical conditions, to re- 
lease all the information that it used 
with virtually little or no loss in 
that process. 
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Appendix 1. Values of computed from model life table of males compared with those 

obtained by fitting a second degree curve to log éx. 

Note: M- Model, Graduated 

Age 10 
M G 

(1) (2) (3) 

0* 24.8 24.8 
5 38.1 37.6 

10 35.8 35.1 

15 32.3 32.4 
20 29.1 29.6 
25 26.2 26.7 

30 23.4 23.8 
35 20.7 21.0 
40 18.1 18.3 

45 15.8 15.8 
50 13.6 13.4 
55 11.6 11.2 

60 9.7 9.4 
65 7.9 7.7 
70 6.2 6.3 

75 4.8 5.0 
80 3.6 4.0 

25 
G 

(4) (5) 

o 

Values of ex corresponding to model number 

40 
M G 
(6) (7) 

31.9 31.9 39.2 39.2 
43.7 42.5 49.1 47.5 
40.7 40.1 45.7 45.1 

37.0 37.4 41.6 42.3 
33.5 34.4 37.9 39.0 
30.5 31.2 34.6 35.5 

27.4 27.9 31.2 31.8 
24.4 24.6 27.8 28.1 
21.4 21.5 24.5 24.5 

18.6 18.4 21.2 21.0 
15.9 15.6 18.1 17.8 
13.4 13.0 15.2 14.8 

11.0 10.8 12.4 12.1 
8.9 8.8 9.9 9.8 
7.0 7.0 7.8 7.8 

5.4 5.6 6.0 6.2 
4.0 4.3 4.5 4.8 

M 
55 

G M 
70 

G M 
85 

G 
100 

G 
(8) (9) (10) (11) (12) (13) (14) (15) 

46.4 46.4 53.6 53.6 61.5 61.5 68.5 68.5 
54.0 52.7 58.6 56.4 62.6 60.4 66.3 64.3 
50.2 50.0 54.4 53.9 58.2 57.8 61.6 61.3 

45.9 46.8 49.9 50.7 53.5 54.3 56.8 57.6 
42.0 43.2 45.7 47.0 49.1 50.3 52.1 53,3 
38.4 39.3 41.8 42,9 44.8 45.9 47.5 48.5 

34.7 35.2 37.8 38.5 40,.5 41.2 42.8 43.5 
31.0 31.0 33.7 34.0 36.1 36.5 38.2 38.6 
27.2 27.0 29.7 29.7 31.8 31.8 33.6 33.5 

23.6 23.1 25.7 25.4 27.5 27.2 29.1 28.8 
20.1 19.5 21.9 21.5 23.4 23.0 2,4.8 24.3 
16.8 16.2 18.3 17.8 19.6 19.1 20.8 20.2 

13.7 13.3 15.0 14.6 16.0 15.7 17.0 16.6 
11.0 10.8 11.9 11.8 12.8 12.6 13.6 13.4 
8.5 8.6 9.3 9.4 10.0 10.0 10.6 10.6 

6.5 6.7. 7.1 7.3 7.6 7.8 8.0 8.4 
4.9 5.2 5.3 5.6 5.6 6.0 5.9 6.4 

o o 

raduated has been assumed to be the same as model 
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CURRENT DEVELOPMENTS ON COLLECTING INCOME DATA IN THE CURRENT POPULATION SURVEY* 

Mitsuo Ono, 

Introduction 

Bureau of the Census 

Since 1947, the Bureau of the Census has 
been publishing annually in the P -60 Current 
Population Report Series, a publication entitled 
Consumer Income containing data on size distri- 
bution of money income for families, unrelated 
individuals and persons cross -classified by 
various social and economic characteristics. The 
basic data for this report are collected in the 
March supplement of the Current Population Survey 
(CPS), a sample survey currently covering 50,000 
households. Because of the increasing use and 
the need for better statistics on income size 
distribution data, not only by governmental 
agencies, but also by business and academic 
organizations, the Bureau has instituted a long - 
range program to improve both the quality and 
quantity of income data available from the CPS. 

The purpose of this paper is to report some 
of the progress made in this work and to outline 
further plans. It is divided into six parts. The 
first part provides a framework of analysis. The 
second part summarizes key results in attempting 
to reduce the income nonresponse rate in the CPS. 
The third part outlines some of the results found 
in expanding the availability of income data 
compiled in the CPS. The fourth part covers 
efforts being made to improve the income alloca- 
tion procedure. The fifth part highlights some 
of the developments in processing and publishing 
income data. The last part notes overall direc- 
tions being taken in this program. 

Framework of Analysis 

It is a truism that the collection, process- 
ing publication of social and economic statis- 
tics from household surveys must be treated as an 
information system, with both inputs and outputs 
related together in a production function. It is 
essentially an economic problem since the primary 
goal is to find the "best" mix of inputs to 
generate relevant, accurate, timely informa- 
tion. 

This information system consists of various 
operations, including field collection, process- 
ing, tabulation, publication and analysis. Within 
each of these operations, there are many activi- 
ties which are functionally related with one an- 
other. Obviously, the overall effectiveness of 
this or any other system is determined by its 
weakest link in the production process. 

Hence, it is quite possible that the results 
of a well- designed field operation can be negated 

*Comments by Dr. Murray S. Weitzman, Assistant 
Division Chief for Economic Statistics Programs, 
members of the Consumer Income Statistics Branch, 
Population Division and the assistance of Ralph 
Bailey and Dorcas Graham, Sampling Systems Branch, 
Statistical Methods Division are acknowledged. 

342 

by a shoddy processing operation. Obviously, any 
information system to be efficient requires not 
only adequate managerial controls at every phase 
of the production process but also priorities to 
strengthen problem areas. With this in mind, an 
operational plan has been devised to improve 
further not only the compilation but also the 
publication of income data. The first topic 
relates to efforts being made to reduce income 
nonresponses in the field collection operation. 

Developments to Reduce Income Nonresponses 

As noted in reference (1), one of the more 
persistent problems encountered in collecting CPS 
money income data in the field has been the non - 
response problem. Nonresponses refer to partial 
or complete failures to obtain income information 
from respondents when contacted because of re- 
fusals, insufficient knowledge or other reason./ 
A more detailed account of this problem is covered 
in references (1), (2), and (3). Only additional 
results are noted here. 

When the CPS income improvement program was 
first instituted in the March 1969 CPS, the family 
income nonresponse (hereafter designated as NA) 
rate increased slightly from the previous year, 
17 to 19 percent. However, in the next year, the 
NA rate dropped from 19 percent to 14 percent. 
(See table 1). Modifications instituted in the 
March 1970 CPS included the following: 

(1) Advance letters requesting respondent's 
cooperation in reporting income and specifying 
the income questions to be asked were mailed to 
all households in continuing rotation groups in 
March. Households being interviewed for the first 
time or returning to the sample after an eight - 
month lapse received the regular letters asking 
for their cooperation but not mentioning the 
income questions. 

(2) There was a one -week extension of the 
interview period for three -fourths of the sample. 
Wherever possible, followup calls and separate 
questionnaires were used to secure income data 
when initial interviews were either unsuccessful 
or incomplete. 

(3) Both work experience and income data 
were collected simultaneously for the full sample. 
In previous years, work experience information had 
been collected separately in February and April 
rather than in March. 

Although the drop in the family income non- 
response rate between the 1969 and 1970 CPS was 

very gratifying, there was still some doubt as to 
the enduring effect of changes in the field 
collection procedures on the nonresponse rate. 
This uncertainty was associated with the idea that 
the publicity generated for the 1970 Census of 
Population and Housing and its proximity to the 
March 1970 CPS interview period might have induced 
more responses than otherwise. 



This question was settled by the results of 
the 1971 CPS which repeated the basic improvements 
implemented in the 1970 CPS plus a few additional 
modifications. The one -week followup period was 
extended to cover all sample units. Also, another 
three days were allowed for the regional offices 
to institute telephone followups on interviews 
which interviewers were unable to complete, ex- 

cluding outright refusals. The 1971 CPS results 
indicate that the income improvement program had 
indeed stopped the trend in higher NA rates. The 
family income NA rate for the 1971 CPS (14.6 per- 
cent) was essentially the same as that for the 
1970 CPS (14.3 percent). The person's income NA 
rate was 10.8 percent in the 1971 CPS, not sig- 
nificantly different from the 10.3 percent in the 
1970 CPS. Also, there was no significant change 
in the allocation rates for different types of 
income. The allocation rate covering only persons 
with income was 7 percent; 10 percent for persons 
with wages and salaries; 18 percent for persons 
with nonfarm self -employment income; and per- 

cent for persons with "other income" types. / 
Although the 1971 CPS results indicate a 

leveling off in the NA rates, there is still the 
need to further reduce the NA rate. For this 
effort, an analytical framework has been developed 
in which the interviewing process in the CPS is 
envisioned as a two-way communication process 
between the enumerator and the respondent. The 
enumerator is viewed as representing the input or 
demand side (for information) interacting with 
the latter representing the output or supply side 
(of information). The type of interview, i.e., 
telephone or personal interview, represents the 
channel of communication. As discussed in 
reference 1, detailed information has been com- 
piled regarding the supply side (i.e., kind of 
respondents with high NA rates, type of income 
involved, etc.). Also, data have been compiled 
to examine the "structure" of income nonresponses. 

Preliminary analysis of the various combinations 
of income items not answered by nonrespcndent 
persons and family heads using 1970 CPS data 
show that about 43 percent of all nonrespondents 
(36 percent of family heads) did not respond to 

of the income items. About 37 percent of 
nonrespondents (40 percent of family heads) had 
only one income item missing, primarily the wage 
and salary item. About one percent of nonre- 
spondents (one percent also for family heads) did 
not respond to any of the five "other income" 
types. (See table A on this page) 

Based upon these and other findings, it was 
hypothesized that nonresponses can be viewed as 
a continuum ranging from "hard- core" refusal 
cases (with its frictional NA rates) to "softer" 
situations that could possibly be resolved by 
using different interviewing techniques, e.g., 
leaving a mail -in form to obtain income informa- 
tion when the respondent did not have the infor- 
mation available. To examine this hypothesis, a 
pilot study was conducted in the March 1971 CPS 
reinterview procedures (conducted in April 1971) 
whereby reinterviewers probed for additional in- 
formation from income nonrespondents in the March 
1971 CPS. The question asked was as follows: Are 
there conditions other than a personal visit (or 
telephone call) under which you would have pro- 
vided income information to an interviewer? 

If the respondent answered "yes" and pro- 
vided a condition (or conditions) under which he 
would have provided income information, this 
information was recorded. If the respondent 
answered that income information would not be 
provided under alternative survey conditions, 
his explanation for his refusal was recorded. 
A summary of results obtained from this study 
is found in table B. 

Table A.-- Distribution of Nonrespondents, by Nonresponse (NA) Patterns: 
March 1970 CPS 

Combinations of 
income items not answered 

Persons 14 years old and over Family 
heads All 

versons 
Male Female 

Total (percent) 100.0 100.0 100.0 100.0 

All (8) items MA 43.4 39.4 48.2 36.3 
One item NA 37.2 38.7 35.3. 39.8 
Wage /salary income 20.2 21.1 19.1 18.3 
Property income 6.9 6.8 7.1 8.4 

Two items NA 8.4 10.5 5.8 12.9 
Wage /salary and property income 3.0 4.2 1.6 5.0 

Three items NA 6.8 7.2 6.2 6.7 
Wage /salary, nonfarm, and farm 
self -employment income 5.2 5.1 5.2 4.5 

Four items NA 1.1 1.2 1.0 1.3 
Five items NA 1.7 1.3 2.0 1.5 

All "other income" types 1.4 1.0 1.8 1.1 
Six items NA 0.7 0.8 0.6 0.8 
Seven items NA 0.8 0.8 0.8 0.7 

Inclusive of family heads 

343 



Table B.-- Cements by Income Nonrespondents Obtained In 

March 1971 CPS Reinterview 

Nonrespondent would provide data under 

Number Percent 

certain conditions which are 35 30.0 

1) Rectifiable under present procedures (e.g 
use of personal instead of telephone 
interviews) 25 21.0 

2) Not rectifiable under present procedures 
(e.g. would respond only if legally 
required) 10 9.0 

Nonrespondent would not provide income data under 
any circumstances 82 70.0 

Total 117 100.0% 

Based on the above data, it appears that it may be 
possible to reduce the present family income non - 
response rates by about 20 percent or 2 to 3 
percentage points from a family income rate of 
14 percent if current procedures are modified 
without regard to additional costs. However, 
these results also indicate that even with addi- 
tional improvements, the family income NA rate 
as presently defined will not go below 10 percent 
because of the presence of "hard- core" refusal 
cases. 

Fir ther analysis of NA rates has been made on 
one aspect of the communication channel, i.e., 
by type of interview. A hypothesis was 
presented that NA rates covering telephone 
interviews are higher than rates for personal 
interviews. To test this hypothesis, family 
NA rates by both personal and telephone 
interviews were analyzed from the March 1970 
CPS. The results were as follow:, 

of Interview Family Income NA Rate 

Total 

Personal 
Telephone (Regular) 
Telephone (Call Backs) 
Others (e.g., Individual 

questionnaire returns) 

The above finding indicates that telephone in- 
terviews (consisting of about 40 percent of all 
family interviews) tend to have higher NA rates 
than that for personal interviews. 

Since information regarding the demand or the 
enumeration side is almost nonexistent, research 
plans have been developed to expand the availa- 
bility of this type of information. This includes 
finding possible answers to questions such as 

these: 

(1) How do income NA rates differ by 
enumerators, regional offices, and geographical 
areas? 

(2) How do personal characteristics of 
enumerators associate with NA rates? 

(3) Can field procedures be developed to 
take into account these personal factors? 
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14.3% 

11.6 
17.6 
21.2 

28.3 

Families 
No.(thous) Percent 

51,238 100.0% 

31,678 61.8 
14,960 29.2 

4,487 8.8 

113 0.2 

Research findings from these studies will be 
published as soon as they become available. 
Eventually, data obtained from both the 
demand and supply sides will be joined together 
to develop a theory of income nonresponse 
behavior. 

The next topic deals with some of the results 
found in trying to expand the availability of 
detailed types of income information collected 
in the CPS when the questionnaire space is very 
limited. 

Developments in Expanding Availability of 
Information on Income Types Collected in the 
CPS 

One possible method to obtain more information 
when space is limited would be to devise a 
cycling procedure whereby different types of 
income are collected over a period of time. 



Thus, if only five "other income" questions could 
be asked at any single point in time, three of 
the five questions could be used to ask individual 
types of property income, e.g., dividends, interest 
and net rentals, in one year while in another year, 
four of the five questions could be allocated to 
asking individual questions on public transfer 
payments such as unemployment compensation, work- 
men's compensation, veteran's payments, and 
government employee pensions, with the last ques- 
tion on "all others." One of the major drawbacks 
of this cycling procedure is that information on 

48b. 
- Dividends? 
Yes 0 No 0 

-Interest on savings 
accounts or bonds? 

Yes 0 No 0 

annual changes for specific types of income would 
not be available since there would be a break in 
the time series. 

Another possible method to expand the availa- 
bility of income information would be to collect 
within one question, individual income types with 
a "yes -no" circle and with an income amount box 
used to record the composite amount received for 
all of the separate income types reported under 
the specific question. For example, in the March 
1971 CPS, the following questions (partial) were 
used in the income supplement: 

48. During 1969. did...receive any money from: 

48d. 
- Unemployment Compensation? 
Yes 0 No 0 

-Net rental income or 
income from estates? 
Yes 0 No 0 

How much 
altogether? 

Workmen's Compensation? 
Yes 0 No 0 

-Government employee 
pensions? 
Yes 0 No 0 

- Veteran's payments? 
Yes 0 No 0 

Haw much 
altogether? 

The strategy here is to find ways to relate 
uniquely the amount reported to a specific income 
type. Under this procedure, useful information 
could be derived if income types reported were 
mostly single items, with a one -to-one relation- 
ship between the income type reported and the 
dollar amount reported. A study was conducted 
using data from the March 1971 CPS to examine 
this relationship. Tabulations were made using 
unedited "yes -no" circles restricted to persons 
who were fully reported with some income amounts, 
i.e., "yes -no" circles marked with some income 
amount reported for a specified question. The 

48e. 
- Private Pension 

or annuities? 
Yes 0 No 0 

No 0 

- Regular contribution 
from persons not living 
in this household? 
Yes 0 No 0 

- Anything else? 
Yes 0 No 0 

How much 
altogether? Is 

results of this study showed that 89 percent of 
all persons with the types of income covered in 
question 48d were fully reported (as defined 
previously). For question 48b, the comparable 
rate was 85 percent and for question 48e, it 
was 86 percent. 

Among "fu ly reported" persons in question 
48d, the results as shown below indicated that 96 
percent of them received only one of the four 
types covered in this question or 85 percent 
(96% of 89%) of persons with the types of 
income covered in question 48d. 

Table C.-- Combinations on Reporting Detailed Types of Income 
for Question 48d - March 1971 CPS 

Combinations Number (thousands) Percent 

Total 9,867 100.0 
Only one "yes" circle marked 9,442 95.7 

Unemployment compensation 3,703 37.5 
Workmen's compensation 787 8.0 
Government employee pensions 1,358 13.8 
Veteran's payments 3,594 36.4 

All "yes" circles marked none none 

Other comlbinations 425 4.3 
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Based on the above, it can be concluded that 
income size distributions for "fully reported" 
persons reporting single amounts could be developed 
for types of income covered under question 48d. 
Income information could also be cross -classified 
by other social and economic characteristics as 

may be needed. 

Findings from this study showed also that 
for question 48b, 73 percent of "fully reported" 
persons had unique property income types. For 
question 48e, 97 percent of "fully reported" 
persons had a unique income type reported. The 
above results showed that the use of "yes -no" 
circles can significantly expand the analytical 
value of income data collected in the CPS with- 
out enlarging the questionnaire space allocated 
for income questions. 

The next topic covers efforts taken to 
improve the CPS income allocation procedures. 

Developments to Improve Income Allocation 
Procedures Using Control Card Information 

One stage in the processing operation in- 
volves the editing and allocation procedures in 
which a missing CPS income item is imputed either 
as a "none" or a positive or negative dollar 
amount. A preliminary study was conducted to 
determine if information obtained from CPS house- 
hold sample control cards could provide family 
income values that would raise the accuracy of 
the allocated data. In this study, a sample of 
400 randomly selected cards was matched to March 
1970 CPS questionnaires and their income responses 
compared. In order to obtain independent control 
figures, 200 questionnaires with no income 
allocations were also selected. CPS income 

allocations were classified under three categories: 
(1) income amounts allocated, (2) income 

partially allocated and partly reported, and 
(3) any allocations of "none." 

The key finding of this study showed that 
for the first group, income information obtained 
from household control cards would improve the 
accuracy of the allocation procedure by using the 
income interval of the amount on the control card 
as the range in which allocated amounts on total 
family income are accepted. Thus, in this pro- 
cedure, any allocated amount that falls outside of 
income limits (as picked up from information shown 
on the control cards) would be rejected and 
reallocated until an amount is found which falls 
within the control card limits. One of the un- 
resolved problems of this procedure, however, is 
that since only total income information 
is included on control cards, a way to allocate 
family income to each family member must be found. 
This problem, in addition to resolving problems 
of matching and processing, is still under in- 
vestigation and results will be reported as soon 
as they become available. 

The next topic relates to developments in 
the use of computer technology to expedite 
processing and publication of income data. 

Improvements in Computer Processing of Income 
Data 

Significant advances have been made, not 
only in developing better managerial control 
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over the computer processing of income data, but 
also in developing greater computer capabilities 
to generate more timely and varied income infor- 
mation. 

With the staffing of personnel versed in both 
computer technology and income analysis, there 
has been an accelerated effort to obtain much 
needed information for managerial control during 
different stages of computer processing of CPS 
income data. These "early warning" tabulations 
provide advance information on the relative 
quality of the data at different production 
intervals. This control enables income tech- 
nicians to catch programming or processing errors 
fairly early in the production process without 
having an extensive delay in the final production 
of the data. More important, this tighter mana- 
gerial control in the production process results 
in eliminating the high costs of reruns and 
reprocessing of computer tape files. Also this 

income provides advance information of ncome 
data to be generated in the final tabulations. 

Another development in this endeavor has 
been the use of computer technology to produce 
final reproduction tables which are used in the 
printing of published reports. This has elimin- 
ated the need for reproduction table typing and 
tedious table proofing and it is now possible to 
publish final income reports much more expe- 
ditiously than before. 

The increasing use of computer technology 
has also made it possible to show much more in- 
formation than had been previously published in 
the income reports. For example, in the final 
1969 and 1970 income reports, time series data 
on selected social and economic characteristics 
of families located within different income and 
quintile groupings were shown. This expansion in 
computer applications will make possible the 
publication of much richer and more varied types 
of cross -classified information in future reports. 

Along similar lines, computer programs have 
been written to produce more varied data, e.g., 
projected income distributions, Gini Indexes, 
standard errors of medians, etc., to be used not 
only for publication purposes but also to check 
data prior to publication. 

These are only a few highlights of this 
important development in the use of computer 
technology to improve the processing, publication, 
timing, and analytical value of the data presented 
in the Consumer Income Reports. High priority 
has been placed to expand this work. 

Directions for Further Improvement 

The long -range goal of the income improve- 
ment program is to attain efficient information 
system which provides to users relevant, accurate 
and timely information on consumer income. An 
important step taken in this endeavor is that we 
are currently conducting a detailed and systematic 
audit of each phase of the data production process 
in order to determine what parts need strengthen- 
ing and how they can be improved. We have set up, 
as a prime target plans to develop more detailed 
technical documentations of the income processing 
procedure so that interested users may be able to 



evaluate, and to suggest further improvements. 
High priority work has been initiated to compile 
publication designated the "Income Operations 
Manual" which puts together in very detailed 
fashion, all of the instructions and procedures 
used to collect, process, and to disseminate CPS 
income information. 

Work is also being undertaken to publish a 
technical paper which would include key findings 
of various research studies which have been or are 

being undertaken with respect to problems on 
collecting and processing income data in the CPS. 
It is hoped that these documentations will be 
helpful to other technicians who are also involved 
in compiling and publishing income statistics. 

There are other aspects of the income 
improvement program which have not been mentioned, 
i.e., plans for record check and reverse record 
check studies. As these results became available, 
they will be reported in future publications. 

Table 1.-- INCOME RATE IN THE CPS (1948, 1958 -1971) FOR FAMILIES, UNRELATED INDIVIDUALS 
AND PERSONS 14 YEARS OLD AND OVER, BY COLOR AND SEX, FOR THE UNITED STATES 

Families and unrelated individuals Persons 

Families Unrelated Individuals Male Female 

Survey year 
Total White 

Negro 
and 
other 

Total White 
Negro 
and 
other 

Total White 
Negro 
and 
other 

Total White 
Negro 
and 

other 

1971 CPS (1107) 
1970 CPS 
1969 CPS (1107 
1968 CPS (1107) 
1967 CPS (1107 

(1105 
1966 CPS (1105 
1965 CPS (1105 
1964 (1105 
1963 CPS (1105) 
1962 CPS (1105) 
1961 CPS 
1960 CPS 

1959 CPS 
1958 CPS 
1948 CPS á 

14.6 

14.3 
19.0 
17.2 
21.9 
19.0 
14.8 
14.0 

9.0 
10.5 
10.9 
11.2 

7.5 

14.8 

19.2 
17.3 

22.3 
19.5 
15.0 
14.2 

9.1 
10.4 
11.0 
11.4 

7.9 

13.5 
12.8 
17.4 
16.2 
18.0 
15.1 
12.8 
12.7 

NA) 
(NA) 

7.3 
10.8 
10.4 
8.6 

5.3 

11.6 
11.4 

14.5 
12.6 

15.5 
17.2 
15.4 

(NA) 
(NA) 
(NA) 
11.8 
12.5 
13.0 
12.0 

7.3 

12.1 
11.6 
14.8 
13.1 
16.3 
17.6 

15.5 

(NA) 
(NA) 
(NA) 
11.6 
12.3 
12.2 

12.2 
7.6 

8.5 
9.7 
11.9 

9.9 
10.1 
14.4 

13.5 

(NA) 
(NA) 
13.0 
13.8 
17.7 
10.7 

5.2 

12.5 
12.0 
15.0 
12.7 
16.2 
15.2 
(NA) 
10.9 
10.5 
9.1 
8.9 

7.7 
9.0 

9.3 
9.2 
6.7 

12.6 
12.1 
15.2 

12.9 
16.6 
15.6 
(NA) 

(NA) 

7.8 
8.9 
9.2 

9.5 
(NA) 

11.4 
11.1 
13.3 
11.4 
12.6 
11.3 
(NA) 

NA) 
6.9 
9.6 

9.4 
7.2 

(NA) 

9.3 
8.7 
12.2 

9.7 
11.9 

(NA) 

6.9 
6.6 
5.6 

5.3 
4.4 
5.0 
5.0 

4.9 
3.8 

9.5 
8.7 
12.4 

9.7 
12.2 

(NA) 

(NA) 

(N ) 
4.6 
5.0 

5.0 
5.0 

(NA) 

7.7 
7.0 

10.3 

9.4 
9.6 

(NA) 

(NA) 
(NA) 

2.9 
5.3 
5.0 
4.1 
(NA) 

*Prior to March 1962 CPS income nonresponses were not allocated. NA - Not available. 

Note: Beginning from the March 1968 CPS, use of more advanced (1107) electronic equipment enabled the 

Bureau of the Census to introduce improved income editing and allocation ocedures. The data 

from the March 1967 CPS were processed using both the new (1107) and old (1105) procedures in 

order to bridge the two sets of information. 
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Nonresponses do not necessarily mean that 
entries should have been positive or negative 
amounts. Many of the nonresponses can be "nones." 

2/ The base of each percentage covers only 
persons with the particular type of income. 

1/ Income information is obtained by interviewers 
asking eight different questions for each person 
14 years old and over living in the sample unit. 
Failure to obtain information on any one of these 
eight questions makes him a nonrespondent. If 
any family member:is a nonrespondent, his family 
is considered to be a nonrespondent family. 



RELIABILITY OF A GUTTMAN SCALE SCORE * 

Charles H. Proctor, North Carolina State University 

A probability model that seems to reflect 
the spirit of the Guttman scale model was used 
in an earlier paper [Proctor, 1970] to furnish 
an analysis of item response data. By using 
the estimates for the probability model provided 
there and by assigning integer scores to the 
true types, it becomes possible, as this note 
will describe, to calculate a reliability for 
these scale scores. The calculation involves 
the use of both the estimates of the proportions 
of the underlying true types as well as of the, 
so called, misclassification parameter. This 
is a conditional probability with the following 
meaning. If a subject belongs to a given true 
type then his responses to each item can be 
anticipated and the misclassification parameter 
is the probability that his response to a given 
item is opposite from that anticipated. By 
assigning equal probabilities to all true types 
an alternative reliability, called "flat" 
reliability, can be calculated. It is quite a 
bit simpler to associate a standard error to 
the flat reliability than to the scale reliabi- 
lity, and the quantity may also be more 
intrinsically interesting. 

The assignment of integer scores to the 
true types, to some extent runs counter to the 
spirit of the ordered category, rather than 
numerical, nature of the true types. In data 
handling practice, scores may be preferred, to 
just the category assignment, particularily 
for use in a regression computation, conse- 
quently some measure of reliability would be 
welcome for correcting regression coefficients 
and multiple correlation coefficients for 
attenuation [Cochran, 1970]. 

The scoring may be described as follows. 
A response pattern will be represented, as 
usual, as a string of plusses and minuses. The 
integer scores 0, 1, K will correspond to 
the true type patterns (namely -- 

...+, , -+...+, ++...+) with that number 
of plus responses. A non -scale response 
pattern will be scored for that true type 
which maximizes its (the non -scale response 
pattern's) posterior probability. The prior 
or underlying probabilities of the true types 
(namely, el, will be estimated by 

the maximum likelihood scoring method along 
with the probability of misclassification, 
These estimators were described in the earlier 
paper [Proctor, 1970]. The posterior proba- 

bility of the true type for a given, say 
th 

the i response pattern, is obtained by 

multiplying by 
-DBE, 

where 

is the number of item responses that need to be 
changed to modify true type into observed 
response pattern i." The hat notation signals 
the use of estimates. 
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The true type scores may be denoted by T 
and the response pattern scores by X. The 

correlation between these two random variables 

could reasonably be referred to as the index of 

Guttman scale score reliability while its square 
will be called the scale reliability and 
written SR. [See Lord and Novick, 1968, p. 61, 

for the definition of reliability.] The joint 

distribution of and X is fully specified by 
the parameters e0, ., OK, and and by the 

scheme for scoring. Having point estimates of 

these parameters, it is a routine matter to 

calculate the scale reliability (SR, say) as if 

these were the parameter values. This produces 

a consistent estimate of scale reliability. 

In some respects it is unfortunate that 

the reliability of a scale should depend on the 

underlying distribution of the true scores. If 
as a standard distribution of true scores one 

takes the uniform (each T -value has probability 

1 /K+1) and if the response patterns are scored 

by the number of plusses, then the correlation 
between true score and observed score depends 
only on the misclassification parameter. The 

square of this correlation will be called flat 

reliability -- "flat" in honor of the uniform 

distribution of T. The following results point 

out how the formula for flat reliability is 

derived. 

The observed score X is now the sum of 
item zero -one scores, say X X1 + X2 + + XK 

Here X1 = 1 whenever a true type T = 1 appears 

(which appearance has probability 1 /K +1) and the 
response is a consistent one, or when other true 
types appear (each with probability 1 /K +1) and 

the response is not consistent. Upon recalling 
that the quantity is the probability of an 

inconsistent (or "misclassified ") response while 

1 -a is the chance of a response consistent with 

the true type one obtains: 

E(X1) = [Ka + (1-0)1/(K+1). 

Similarily, 

E(X2) = [(K -1)a + 2(1- a)]/(K+1). 

Finally, 

(1) E(X) = K/2. 

By slightly heavier algebra one can find: 

(2) E(X2) = K/2 + K(K -1)[1 - a(1- 



and 

(3) v(x) = E(X2) - 

K(122) [1 - 
4a(1-a) 

] 

Incidentally, the fact is often used that the 
sum of the squares of first K integers is 
K(K +1)(2K +1)/6. Their sum is K(K +1)/2. 
Formula (1) was obtained by squaring X1 + X2 
+ + using the fact that E(Xi2) = E(Xi) 

for these indicator variates, and then by 
finding E(XiXi) as the sum of 3 parts- -one from 

those true types where =1 and X = 1 arises 

from two consistent responses [with probability 

(1 -a)2], another where = 1 is produced by 

two inconsistent responses [with probability 
and the third case where Xi = 1 and X = 

reflects one inconsistent and the other a 
consistent response [with probability -a)]. 

By similar steps one finds that: 

(4) E(T) = K/2 

and 

(5) E(T2) = (2K2 + K) /6 , 

while 

(6) V(T) 
K K +2 
12 

(7) E(TX) = [K(2K +1) - +2)]/6 

and 

(8) Cov(T,X) = K(K +2)(1- 2a)/12. 

The final step is to square Cov(X,T) and 
then divide by V(X) and by V(T) to get: 

(9) FR = (1 - 2a)2/[l - 

the formula for flat reliability of a Guttman 
scale. It is apparent that a probability of 
misclassification of over 0.5 will cause 
reliability to go below zero. That is, 
"guessing" will cause reliability to decrease. 
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A As an estimate of FR one would replace 
by as obtained from the maximum likelihood 
estimation calculations. Since that computa- 
tional routine also provides a standard error 
Lor a an approximate one can be furnished for 
FR. taking the derivative of FR with respect 
to substituting for min that expression 
and then multiplying its absolute value into the 
standard error of a this standard error becomes: 

12 
( 
1 - 2a)[S.E.(a)] 

(10) SE.(FR) 
(K+2)[1 - ]2 

A set of data that showed á,,= .0780 with 
= .00764 would thus show FR = .852 with 

S.E.(FR) = .016. This set of data is No. IV in 
TabAe.1. The scale reliability was estimated 
as SR = .872 for those data. As might be 
expected there is quite close numerical agree- 
ment between SR and FR over various sets of data 
(See Table 1). There would seem to be some 
advantages to FR since it is standardized for 
the distribution of true types, and this uniform 
distribution could be seen as a somewhat ideal 
distribution for Guttman scaling purposes. In 
cases where the underlying distribution is not 
close to uniform (as for data Set I in Table 1), 
here SR may be ̂different from FR (in fact 
FR = .66 while SR = .72 for those data). 
Perhaps the full range of integer scores would 
not be entirely appropriate for these data. 

FOOTNOTES 

* Computer time was made available for 
this work from a National Science Foundation 
grant to the Triangle Universities Computer 
Center. 
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TABLE 1. Guttman Scale Reliability and Flat Reliability for Six Sets of Data * 

Set 

True Type Proportions 

el e2 e3 

Misclassi- 
fication 

Scale 
Reliability 

SR 

Flat 
Reliability 

FR ± S.E.(FR) 

I .17 .01 .08 .09 .07 .59 .163 ± .014 .720 .661 ± .035 

II .05 .15 .23 .25 .13 .19 .038 ± .006 .925 .932 ± .012 

III .11 .12 .27 .26 .20 .03 .074 ± .009 .818 .861 ± .018 

IV .24 .15 .22 .13 .08 .18 .078 ± .008 .872 .852 ± .016 

V .14 .10 .14 .30 .21 .11 .028 ± .005 .951 .951 ± .010 

.33 .11 .14 .13 .17 .13 .051 ± .010 .932 .907 ± .019 

* Source [Hayes and Borgatta, 1954]. 
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ADD -ONS: OBTAINING DESIRED STRATUM SIZES WITH POST - STRATIFICATION 

Martin Rosenzweig, University of Pennsylvania 

INTRODUCTION 

The use of post - stratification may be dic- 
tated by basically two situations in practice: 
First, a reasonably useful population list, or 
frame, exists, but it is not organized for strat- 
ification. Second, the frame may not list the 
characteristic to be used to stratify the sample. 

In the first case, the standard procedure 
is to re- organize the frame into strata, edit 
the new frame, and sample this new frame accord- 
ing to some specified sampling plan. However, 

resource constraints - lack of time, lack of mon- 
ey - may make this unfeasible, particularly for a 
small study. 

On the other hand, if the sample is to be 
stratified by age or income, for example, no 
frame exists. Of course, census data does exist 
for these, and other, characteristics which sug- 
gest post - stratification may lead to gain in 
precision. 

The difficulty with post- stratification is 
that with large samples, it often leads only to 
modest gains over random sampling (say 25% or 
so), and with smaller samples, you face the pos- 
sible embarrassment of empty strata. In view of 
this, an alternative approach is suggested -- 

"ADD -ONS" 

If there are L strata, and is the desired 
allocation for stratum h, theft the procedure is 
(1) take a series of independent random samples, 
sampling until 

nh h = 1, 2, - - -, L 

where is the number identified as belonging to 
stratum "h, and (2) if 

* 

sub - sample the members of stratum h to achieve 
the desired stratum size Then (3), to esti- 
mate the mean, for example, if 

where is the sample number in stratum h in 
the ith`tample of the series, in each stratum we 
use 

= + + 
I 

(Note the above is an identity, we need only 
compute the final mean). Then we see 

S2 
V(ÿh) = (Ignoring the finite correction) 

which is exactly the variance of the mean of a 
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2 
sample of size where Sh is the stratum var- 
iance. Also, we can now construct our strati- 

fied estimator 

L 

yst wh yh 

where wh = % I n is the allocation we seek. So 

that we have 

= E V(ih) 

the usual variance for a stratified estimator. 

Where the characteristic with which we want 
to stratify is not directly available, the above 

procedure may be modified, for example, as fol- 

lows: Draw a random sample of size n1, then 
screen (perhaps, by phone) to find the nhl, that 
is, the number in each stratum. If 

< for any stratum, repeat this procedure. 
Continue until h = 1, 2, .., L, as 

before. 

It is not difficult to show with 2 strata 
of sizes Ni and N2, N1 + N2 = N, and desired 

allocation and respectively, 

n1 + = n, that 

P(n = n0) 

Nl N 

Cn2 i 
n0 

+ 

However, with increasing number of strata this 
formula quickly becomes awkward. Even in the 2 
strata case it is not convenient for calculating 
E(n). If we were able to find E(n), then 

R.E. = 

E(n) 

where is the sample size required for the 
standard post- stratified estimator to yield the 
same variance as this estimator, would give a 
measure of efficiency. 

Some preliminary numerical results indicate 
that in the favorable case where N1 and N2 do not 
differ radically and S1 and S2 are known, sub- 
stantial gains in efficiency are possible. 

CONCLUSION 

We have now a technique for post- stratifi. 
cation situations which: (1) enables us to 
achieve pre - selected allocation, hence 
achieve any precision required, and (2) is simple 
to apply. In the first type of case, the addi- 
tional costs of this technique are trivial, and 
in the second case, will probably be relatively 
modest. 



WAGE RATE DIFFERENCES AMONG THE WORKING POOR 

John R. Shea and Richard J. Emerine, II* 
Center for Human Resource Research, The Ohio State University 

1. INTRODUCTION 

The Nixon administration's welfare reform 
proposals would extend for the first time on a 
broad scale income transfers to the working poor. 
According to the most recent version of the 
Family Assistance Plan (FAP), an estimated 13.9 
million adults and children would be eligible for 
benefits in fiscal year 1973 under the Opportuni- 
ties for Families Program, the component of FAP 
designed for households in which at least one 
person is employable [11]. 

If public policy is to assist such families 
in escaping from poverty, it is important to 
understand the factors that determine low- income 
status. Several recent studies have attempted to 
account for variation in the labor supply of 
adult family members, and major social experi- 
ments are being carried out in New Jersey and 
elsewhere to ascertain the likely consequences 
for work effort of welfare schemes embodying 
features of a negative income tax [4,5,7,13]. 

Clearly, the earned portion of income is the 
product of two components: (1) time worked and 
(2) a rate of pay per unit of time. This paper 
seeks to complement recent efforts to illuminate 
the determinants of low- income status by examin- 
ing this second component of earnings: the 
wage rate. In the next section of this paper, 
the conceptual framework guiding the analysis is 
presented. In Section 3, the data sòurce is 
described and a basic model of relationships is 
specified. Section 4 provides background 
information concerning labor force status and the 
magnitude of poverty in the population groups 

that constitute the data base. In Section 5, the 
regression results are presented. Finally, 
Section 6 contains a brief discussion of the 
findings. 

2. CONCEPTUAL FRAMEWORK 

Only infrequently have personal differences 
in pay rates (or, average hourly earnings) been 
subjected to careful analysis [3,6,8]. While 
there has been considerable empirical work over 
the years on the process of wage determination, 
most efforts have either (1) sought to account 
for interoccupational, interindustry, or inter - 
area variation in rates of pay, or have (2) 
analyzed the apparent effects of organizations 
(e.g., unions) and legal constraints (e.g., the 
Fair Labor Standards Act) on the wage structure. 
At the same time, studies of the factors that 
influence an individual's income have generally 
ignored the separate components of earnings. In 
some cases, failure to decompose the analysis 
into (1) hours worked per year and (2) dollars 
per hour rests on the absence of suitable data. 
In other instances, researchers have not been 
especially interested in whether factors such as 
more education and improved health enhance income 
primarily through the channel of increased labor 
supply or through a higher average rate of pay. 
Yet, for many purposes it is important to know 
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how the factors that influence earned income 

affect each of these two components. For example, 

in interpreting the relationship between low 

educational attainment or poor health and low 

earned income, social intervention strategies 

would likely differ depending on whether such 

personal variables wer.. associated primarily with 

reduced annual hours of work or with low hourly 

earnings. 

Human capital theory offers a useful frame- 

work within which to examine differences in hour] 
wage rates. In their analyses of the factors that 

influence a person's annual earnings, human 

capital theorists in the Becker - Schultz tradition 

have generally concentrated attention on produc- 

tivity- increasing effects of human capital forma- 

tion. An individual's wage rate (assumed to 

reflect marginal productivity) is viewed as the 

result of labor demand conditions and of natural 

and acquired abilities, as measured by educa- 
tional attainment, health status, years of work 

experience, and so forth. 

In addition to these measures, there is good 

reason to include several other variables in an 
analysis of wage rates. For several reasons, 

including deficiencies in the quality of educa- 

tional opportunity and the existence of pervasive 

discrimination in employment, race is generally 

related systematically to earned income, control- 

ling for the influence of other variables. Regim 
of the country and size of place of residence 
(i.e., degree of urbanization) are also important 

correlates of income, especially of earned, money 

income [2]. This is the case for at least two 

reasons. First, there are differences among areas 

and regions in the cost of living, with consumer 

prices higher than average in the North and West 

and in larger cities. Second, the historic 

migration of families from rural areas (and, 
small towns) to the city, and from the South to 

the North and West suggests that real wage rates 

have been in disequilibrium. 

Because of constraints on geographic 

many women may, on occasion, be subject to monop- 

sonistic pressures in local labor markets. We 

have used marital status as a proxy for this kind 

of immobility. While frequently not available in 

other data sources, we have added two other vari- 

ables to the analysis: years of service with 

present employer and, in the case of women, 

percentage of years since leaving school that 

the individual has worked at least six months. 

In addition to on- the -job training (or, on- the -job 

learning) as measured by exposure to the labor 

market, job tenure may reflect the acquisition of 

valuable specific human capital and the existence 

of valuable job rights stemming from the seniority 

system. For these reasons we would anticipate, 

ceteris paribus, a positive relationship between 

job tenure and the wage rate, and between labor 

force exposure and the dependent variable. 



3. DATA, VARIABLES,AND THE MODELS 

Individuals selected for analysis in this 
paper represent subsets of respondents in two of 
the National Longitudinal Surveys (LGS). Spe- 

cifically, the analysis uses first -round inter- 
view data for poverty and nonpoverty groups of 
45- to- 59- year -old men interviewed in 1966, and 
of 30 -to -44 -year -old women surveyed a year 
later.]- The cohorts contain approximately 5,000 
individuals each, and represent national prob- 
ability samples of the civilian noninstitutional 
population in these age categories. We are 
fortunate in having a large number of both blacks 
and whites in each sample. Blacks and other non- 
whites were overrepresented by a 3 -to -1 ratio 
relative to whites in order to permit reasonably 
confident inferences concerning differences 
between the races in labor market experiences. 
In other words, of the approximately 5,000 sample 
cases in each cohort, nearly 1,500 are blacks and 
other nonwhites.2 

Unfortunately, we do not have a measure of 
natural ability for either the men or the women. 
On the other hand, we do have measures of most 
of the other variables hypothesized to influence 
hourly rate of pay.3 We could have included 
occupational assignment as an explanatory vari- 
able, but we chose to use educational attainment 
instead. Of course, these two variables are 
highly intercorrelated, and the influence of 
education on earnings is mediated through occu- 
pational assignments. We take the view, however, 
that individuals generally settle into the occu- 
pational structure at places which maximize their 
hourly earnings consistent with (1) individual 
preferences concerning the nonpecuniary aspects 
of particular jobs and (2) the existence of 
discrimination in the labor market.4 

Regression coefficients were estimated for 
several models of the following form: 

Y = a + b1X1 + b 
2 
X 
2 

+ ... bnXn + e. 

The variables in the several models are 
described in Table 1. Following a brief dis- 
cussion of the extent of poverty in the two 
cohorts, the results of the regression analysis 
will be presented. 

4. POVERTY STATUS 

Since this paper emerges from a larger study 
of potential recipients of family assistance 
payments --and, because family composition is a 
defining characteristic - -we have not examined the 
wage rates of employed men and women living in 
families without children. Thus, automatically, 

approximately one -sixth of the women and half of 
the men are excluded from our concern here. Of 

the remainder, over half of the black women and 

approximately two- fifths of the black men would 
have qualified for payments had the Family Assis- 
tance Plan as described in H.R. 16311 been in 

effect at the time they were interviewed [12]. 
Among whites, approximately one -sixth of the 

women and one -eighth of the men would have quali- 
fied.5 A woman's participation in the labor 

force reduces the chance that her family will be 

in poverty whether or not she has a husband. 
Among women 30 to 44 years of age living in 
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households with at least one child, a smaller 
percentage of the poor than of the nonpoor were in 
the labor force when interviewed in 1967. 
the poor, 58 percent of the blacks and 36 percent 
of the whites were in the labor force at the time 
of the 1967 survey. Comparable percentages of 
the nonpoor were 75 and 45 percent. Participation 
in the labor force is a less important factor in 
accounting for the poverty position of families 
headed by older men. Nine -tenths of the black 
men in poverty and 86 percent of the white were 
in the labor force when interviewed in 1966. Of 
course, the participation rates of nonpoor black 
and white men were even higher: 97 and 99 
percent, respectively. 

5. RESULTS OF THE ANALYSIS 

Tables 2 and 3 present the basic regression 
results for the women and men employed as wage or 
salary workers when first interviewed. In each 
case, separate regressions were run for each 
poverty status and racial group. In the case of 
men, size of place of residence, race, region, 
job tenure, and educational attainment show up as 
important determinants of hourly wage rate. Of 
course, there are exceptions to this statement, 
and the relative importance of the variables 
differs somewhat according to color groups and 
poverty category. Consider job tenure. In the 
case of the nonpoor, each year of service with 
a given employer seems to add $0.01 to $0.03, on 
average, to the individual's hourly wage rate. 
Among the poor, the coefficient is less than 
$0.01 and not significantly different from zero. 
The reason for this difference by poverty status 
may be that the poor are more likely to be in 
those types of jobs in which neither on- the -job 
training nor institutional influences would 
operate to increase the wage rate with increasing 
service.6 

City size and region are also significant 
factors --in this case for both the poor and the 
nonpoor. Controlling for the influence of other 
variables, living in areas with 25,000 or more 
inhabitants increases the expected wage rate by 
anywhere from $0.28 to $0.53 per hour. Living in 
the South as opposed to other areas of the countXy 
reduces the "expected" rate of pay by a roughly 
comparable amount, but the influence of region 
appears to be more powerful among the poor than 
the nonpoor. Another variable that shows a 
strong relationship to the hourly wage rate is 
highest year of school completed, but the relaticti- 
ship is not consistent in the case of poor men. 

Ignoring the group in poverty for a moment, 
it is instructive to compare nonpoor blacks and 
whites. Nonpoor black men with some high school 
averaged $0.22 more per hour than those with 
fewer than nine years of school, the omitted 
category, and those with 12 or more years of 
school earned an average of $0.96 more per hour. 
Comparable increments for nonpoor white men were 
$0.71 and $2.51 per hour compared to those in the 
omitted group. 

In Table 3, many of the same relationships 
between the wage rate and other variables are 
evident in the case of employed women. Since 

region of residence could not be entered into 
the regressions, city size and race may have 



picked up some of the influence of region. 
Years of service with present employer is again 
a significant variable for the nonpoor, and our 
direct measure of past work experience-- percent- 
age of years since school in which the respon- 
dent worked six months or more --is salient for 
the same group. Once again, it would appear 
that work experience pays off for the nonpoor 
but not for the poor. Educational attainment 
is important, especially among the nonpoor. It 
is also worth mentioning that race (being black) 
is inversely associated with the wage rate; and, 
while not significantly different from zero, the 
coefficient of the health limitations variable 
posseses the proper sign. Our measure of geo- 
graphic immobility, however, did not perform 
according to expectations; marital status does 
not bear a consistent relationship to the hourly 
wage rate. 

6. DISCUSSION 

It is quite clear that race, region, city 
size, job tenure, and years of schooling strong- 

influence a person's wage rate. In addition, 
the number of years of past work experience is 
an important variable for the women. Neverthe- 
less, with the possible exception of region (for 
men) and race (for women), the impact of these 
variables on the wage rate appears to be greater 
for the nonpoor than the poor. This is undoubt- 
edly, in part, a consequence of how poverty 
status is defined, since low wage rates are an 
important factor in accounting for the inclusion 
of employed individuals in the poverty category. 
Thus, for this group, there is relatively little 
variation in the dependent variable. At the 
same time, we are inclined to believe that 
natural ability (for which we lack a direct 
measure) and possible underlying interactions 
among variables (e.g., low educational attain- 
ment and lack of job tenure) may also be 
important determinants of the low wage rates of 
substantial numbers of respondents, especially 
in the case of the poor. The uniformly lower 
constant term for poor men and women compared to 
their nonpoor counterparts hints at the pos- 
sibility of important interactions not captured 
in the linear models presented here. 

FOOTNOTES 

*This paper is an outgrowth of a special 
study entitled "Analysis of Characteristics of 
Potential Recipients of Family Assistance Through 
Use of Longitudinal Surveys Data." The National 
Longitudinal Surveys project is sponsored by the 
Manpower Administration of the U.S. Department of 
Labor, under the authority of the Manpower Devel- 
opment and Training Act. Data are collected by 
the U.S. Bureau of the Census. Interpretations 
and viewpoints expressed in this paper do not 
necessarily represent the position or policy of 
the Department of Labor. We wish to thank 
M. Borus, S. Kim, A. Kohen, G. Nestel, H. Pannes, 

and R. Roderick for helpful suggestions on an 
earlier draft of the paper. 

1Several summary reports on the two cohorts 
are available [9,10]. 

2Since we are more interested here in labor 
market behavior than in universe estimates of 
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personal characteristics, unweighted sample cases 
are used in the regression analysis. While com- 
bined in some cases, regressions have been run 
separately on blacks and whites, with other races 

excluded. Deliberate "oversampling" of blacks 
relative to whites implies that regressions using 
combined, unweighted observations reflect the 
black experience more than would be the case if 
the sampling ratios had been the same. 

3An exception is region of residence in the 
case of the women, where -- through oversight- -the 
variable was not added to the initial data tape; 
it is being added to the updated data files cover- 
ing the 1969 survey. 

41var Berg [1 ] examined differences in earn- 

ings by educational attainment within occupations; 
as might be expected he frequently found little 
difference attributable to education. 

5Exact percentages are impossible to deter- 

mine because of the failure of some respondents 

(approximately 10 percent of those with children) 
to report fully on their income, assets, and 

liabilities. 

is perhaps worth noting that fully two - 
fifths of the poor men report 20 or more years of 
service with their present (1966) employer. This 

fraction is still considerably lower, however, 
than for their nonpoor counterparts: three -fifths. 
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Table 1 Variables and Omitted Categories Used in the Models 

Cohort and 

variable symbol 
Description 

Dependent variable 

/hour 

Explanatory variables 

Men and women: 

Re 

H 

T 

Ei 

Women only: 

M 

W 

Hourly wage rate, in dollars: Continuous variable 
a 

Race: 1 if black; 0 if whiteb 

Health: 1 if health limits kind of work; 0 otherwise 

Tenure in current job (years): Continuous variable 

Size of place of residence: 1 if area of 25,000 or more; 0 otherwise 

Educational attainment, a series of dummy variables of highest year of school completed, 

specifically, depending on poverty status: 

EO -4 1 if -4; 0 otherwise --an omitted category 

Eo-7 

E5-7 

E8 

E9+ 

E9-11 

E12+ 

1 if -7; 0 otherwise --an omitted category 

1 if 5 -7; 0 otherwise 

1 if 8; 0 otherwise 

1 if 9 or more; 0 otherwise 

1 if 9 -11; otherwise 

1 if 12 or more; 0 otherwise 

Age, a series of dummy variables, specifically: 

A55-59 

1 if 45 -49; 0 otherwise 

1 if 50 -54; 0 otherwise 

1 if 55 -59; o otherwise - -an omitted category 

Region of residence: i if South; 0 otherwise 

Marital status: 1 if married; 0 otherwise 

Work experience, expressed as percentage of years since leaving school that respondent 

worked six months or more to nearest percent: Continuous variable 

Educational attainment, a series of dummy variables of highest year of school completed, 

specifically, depending on poverty status: 

E0-7 

E0-8 

E9-11 

E12 

E12+ 

1 

if 

if 

if 

if 

ir 

if 

if 

0 -7; 0 otherwise 

-8; 0 otherwise 

8; 0 otherwise 

9 -11; 0 otherwise 

12; 0 otherwise 

12 or more; 0 otherwise - -an omitted category 

13 or more; 0 otherwise --an omitted category 

a Respondents were asked .how much they earned on their current jobs, and if not reported as an hourly rate, hourly 

equivalents were calculated on the basis of usual hours worked per week. 

b Nonblack- nonwhites (e.g., Indians, Orientals) were excluded from the analysis. 
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Table 2 Average Rate of Pay ($ per hour): Estimated Regression Coefficients for Men 45 to 59 Years of Age 

Employed as Wage or Salary Workers at Time of Survey, 1966a 

(Standard errors in parentheses) 

Variables and 

statistics 

Slacks and whites Blacks Whites 

Poor and 

nonpoor 
Poor Nonpoor 

Poor and 

nonpoor Poor Nonpoor 
Poor and 

nonpoor Poor Nonpoor 

s (1 = 25,000 +) .52 .29 .51 .51 .28 .37 .51 .35 .53 

(.10)* (.10)* (.11)* (.10)* (.12)* (.14)* (.12)* (.23) (.13)* 

Rc (1 = Black) -.84 -.10 -.78 

(.12)* (.11) (.14)* 

Rg (1 = South) -.34 -.52 -.23 -.52 -.65 -.29 -.26 -.39 -.20 

(.11)* (.14)* (.12) (.10)* (.18)* (.11)* (.14) (.26) (.15) 

H (1 = Health limits .04 .10 -.03 .14 .12 .08 .04 .16 -.06 

kind of work) (.12) (.11) (.14) (.11) (.14) (.15) (.15) (.21) (.16) 

T (years) .031 .004 .030 .021 .007 .014 .033 .003 .032 

(.005)* (.005) (.005)* (.004)* (.006) (.001)* (.006)* (.012) (.006)* 

A45_49 (1 = 45_49) .03 -.23 .07 -.04 -.21 .03 .09 -.22 .09 

(.10) (.10)* (.11) (.09) (.12) (.12) (.13) (.23) (.14) 

A50_54 (1 = 50 -54) -.02 .13 -.03 -.15 .21 -.28 .03 -.36 .02 

(.14) (.14) (.16) (.12) (.16) (.16) (.18) (.35) (.19) 

E5 (1 5 -7 years) .09 .13 -.21 

(.12) (.13) (.31) 

E8 (1 = 8 years) .13 -.21 .12 .05 -.20 -.01 .32 -.16 .31 

(.17) (.15) (.20) (.13) (.19) (.18) (.24) (.29) (.27) 

E9+ (1 = 9+ years) .25 .31 -.07 

(.14) (.16) (.36) 

E9_11 (1 
= 9 -11 years) .54 .49 .34 .22 .75 .71 

(.14)* (.16)* (.10)* (.12) (.22)* (.24)* 

E12+ (1 = 
12+ years) 2.30 

(.16)* 

2.22 

(.18)* 

1.16 

(.17)* 

.96 

(.19)* 

2.60 

(.23)* 

2.51 

(.25)* 

Constant term 2.19 1.75 2.39 1.61 1.64 2.06 2.00 1.78 2.16 

(.27)* (.24)* (.32)* (.24)* (.30)* (.34)* (.41)* (.48)* (.39)* 

# of observations 1,657 208 1,449 424 156 268 1,233 52 1,181 

2 .28 .20 .21 .35 .19 .16 .20 .10 .18 

64.01* 6.20* 39.57* 26.12* 5.14* 6.64* 34.32* 1.78 30.61* 

Dependent variable: 

Mean $3.38 $1.59 $3.64 $2.28 $1.52 $2.73 $3.75 $1.80 $3.85 

S.D. $2.16 $0.72 $2.17 $1.03 $0.73 $0.92 $2.26 $0.69 $2.32 

* Significant at .05 level. 

a Restricted to the "definitely poor" and "nonpoor" living in families with at least one child; see Section for 

a definition of poverty status. 

b The omitted category is A55 
-59. 

c The omitted category for the poor is E0_4; for the nonpoor, and for the poor and nonpoor combined, E0_7. 

d Excludes respondents for whom information on one or more variables was not ascertained. 
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Table 3 Average Rate of Pay ($per Hour): Estimated Regression Coefficients for Women 30 to 44 Years of Age 

Employed as Wage or Salary Workers at Time of Survey, 1967a 

(Standard errprs in parentheses) 

Blacks and whites Blanks Whites 
Variables and 

statistics Poor and 

nonpoor 
Poor Nonpoor 

Poor and 

nonpoor 
Poor Nonpoor 

Poor and 

nonpoor 
Poor Nonpoor 

s (1 25,000 +) .34 .28 .30 .58 .33 .70 .23 .10 .23 

(.04)* (.06)* (.05)* (.09)* (.07)* (.15)* (.05)* (.15) (.05)* 

M (1 married) .11 -.04 .02 .14 -.07 .01 .06 .04 .01 

(.05)* (.06) (.07) (.08) (.07) (.14) (.07) (.14) (.07) 

Re (1 black) -.33 -.37 -.20 

(.05)* (.07)* (.06)* 

H (1 = health limits -.o6 -.07 -.11 -.03 -.21 -.04 -.15 -.01 

kind of work) (.07) (.09) (.08) (.13) (.11) (.20) (.08) (.19) (.09) 

T (years) .081 -.036 . .089 .068 -.039 .108 .086 -.052 .087 

(.016)* (.023) (,019)* (.028)* (.024) (.043)* (.020)* (.058) (.021)* 

W (percentage of years) .004 .001 .005 .003 .000+ .006 .005 .004 .005 

(.001)* (.001) (.001)* (.001)* (.001) (.002)* (.001)* (.003) (.001)* 

-7 
(1 0 -7 years) -.52 -.45 -.55 

(.09) (.10)* (.22)* 

(1 = 0 -8 years) -1.15 -1.00 -1.51 -1.08 -.94 -.95 

(.07)* (.09)* (.13)* (.19)* (.09)* (.10)* 

E8 (1 8 years) -.44 -.36 -.31 

(.11)* (.12)* (.31) 

(1 
= 9 -11 years) -.95 -.22 -.89 -1.39 -.14 -1.25 -.75 -.38 -.74 

(.07)* (.08)* (.07)* (.12)* (.09) (.16)* (.08)* (.15)* (.08)* 

E12 (1 = 12 years) -.65 -.63 -1.02 -.86 -.52 -.55 

(.06)* (.06)* (.12)* (.15)* (.07)* (.07)* 

Constant term 2.00 1.70 2.02 1.96 1.31 1.55 1.93 1.71 1.99 

(.09)* (.09.) (.11)* (.18)* (.11)* (.28)* (.11)* (.19)* (.12)* 

# of observations 1,352 236 1,115 431 166 266 920 69 850 

2 .31 .34 .24 .41 .29 .33 .22 .11 .21 
R 

P 67.13* 14.27* 40.08* 38.86* 9.57* 17.20* 32.98* 2.01 28.71* 

Dependent variable: 

Mean $1.95 $1.26 $2.09 $1.71 $1.13 $2.07 $2.06 $1.58 $2.10 

S.D. $0.90 $0.56 $0.90 $1.02 $0.49 $1.10 $0.82 $0.57 $0.83 

* Significant at .05 level. 

+ Rounded to nearest tenth of a cent. 
a Restricted to the "definitely poor" and "nonpoor" living in families with at least one child; see Section 4 for 

a definition of poverty status. 
b The omitted category for the poor is 812+; for the nonpoor, and for the poor and nonpoor combined, +. 

Exoludei respondents for whom information on one or more variables was not ascertained. 
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MEASURING THE QUALITY OF HOUSING 

Ko Ching Shih, U.S. Department of Housing & Urban Development* 

I. BACKGROUND 

In the decennial censuses of 1940, 1950 and 

1960, the Bureau of the Census had collected in- 

formation on the structural condition of housing 
by direct observation and overall rating. A 
post- census evaluation study (16) in 1967, how- 

ever, resulted in the rejection of much of this 
data on statistical grounds; the collection of 
this type of data was discontinued starting with 
the 1970 Census (17). 

In 1968, the National Commission on Urban 
Problems found that both the definitions and the 
supporting data relating to substandard housing 
in most Federal urban programs were inadequate 

and in many cases inconsistent. The Commission 
recommended the following definition of a 
substandard unit: 

any dwelling unit in which there is 

a substantial departure from accepted 
minimum housing code provisions..." (12). 

Various U.S. Housing Acts have required 
local communities who undertook Federal urban 

programs to provide decent, safe and sanitary 
housing (18,20). 

A study of any local housing code would 
show that there are actually many elements and 
variables involved in a quality measurement. 
Not only many variables of the housing structure 
must be considered, but also the number of resi- 

dents, and neighborhood environmental factors. 

Because of the complex nature of such measure- 
ments, the task would be simplified if data 

collection facilities already in existence in a 

community could be utilized. 

It is the purpose of this paper to present 
some theoretical concepts and the appropriate 
methods and procedures for measuring the quality 
of housing as a by- product of a local commu- 
nity's established housing inspection program. 

II. THE HYPOTHESIS - A MICRO -MODEL 

A micro -model of the deterioration process 
of a housing structure is shown in Figure 1: 

Figure 1 A 
PPr locessoofa Housing Structure 

with m Constant 

tl t2 to 

Age, t (years) 

With all other variables constant, a 

quality score q can be defined as a function of 

age t and maintenance m, i.e. 

q f (t,m) (1) 

where q ranges from zero to one. 

For new structures with all aspects in good 

order, q at t = 0 is one, or perfect. 

At a point B after a time t, assuming a 
constant level of maintenance, the quality score 

q has declined to or 1 - Aql, where 01 is a 

penalty score. This could be called the point 

of minor deficiency. Similarly, C could be 

called the point of major deficiency, D the 

point of critical deficiency, and so on. 

Point S could be set as the substandard 

point, that is, the critical point in terms of 

housing code. Then all housing units with qual- 

ity scores falling below S would be classified 

as substandard. 

Looking again at the micro -model curve, it 

can be seen that a tangent at point S is easily 

drawn. That is to say, if time-series data were 

collected at pre- determined intervals, the rate 

of change of the quality coefficient at S can be 

estimated by taking the partial differential of 

f with respect to t, i.e. 

r = 
at 

The methods and precedures presented here are not necessarily official interpretations 
of regulations of the 

U.S. Department of Housing & Urban Development. The author is solely responsible for any errors made. 
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r is truly the rate of substandardization, the 
critical statistic for the estimation of the 
level of substandard housing in a given stratum 
of a community. 

In practice, the quality score at the sub- 
standard point S is computed by means of the 
following equation: 

qs (3) 

The quality score can be readily converted 
to a quality coefficient which can be inter- 
preted flexibly and meaningfully. 

Coefficients for crowdedness, environment, 
transportation, and other factors can also be 
computed with appropriate variables. 

III. A MACRO-MODEL 

Let us employ the following notation: 

J stratum number 
aggregate total housing inventory 

= V' + V" 
V' aggregate standard inventory 
V" aggregate substandard inventory 
N number of new housing units completed 

or remodeled 
S number of units with deficiencies rated 

as slight 
M number of units with deficiencies rated 

as minor 
J aggregate number of units with deficien- 

cies rated as major = J' + J" 
J' number of units with deficiencies rated 

as major, but above the substandard 
level 

number of units with deficiencies rated 

as major that are below the substan- 
dard level 

C number of units with deficiencies rated 

as critical 
D number of units scheduled to be demol- 

ished or in the process of demolition 

The macro -model can then be expressed by the 

following equations: 

V. = E [ V'ij + (4) 

or 

Vij [( Nij+ Sij+ Mij+ J'ij) + 

or 

Cij+ Dij (5) 

[ Nij+ 
- 

(6) 

359 

And 

V(i-1)j [ + 

V'. 

J'0-1)j 
[ j"0-1)j 

+ + Do-1)j ] (7) 

= Ni j+ 
SiJ 

+ j+ J'. but 

is not necessarily equal to 

E 
[ Nij + + So-1)j 

+ M(i 
-1)j + J'0-1)j 

because the coefficient of each individual hous- 
ing unit depends greatly on the maintenance 
efforts. In other words, 

-1)j Mij and J'0-1)j 

For this reason, 

Do-1)j ] + 

(8) 

is the portion of V'( 1)i which fell 

below substandard level during the time 
period between (i -1) and i. 

Since 
[ + 

thus 
r [ + 

+ J'(i -1)j ] (9) 

In the short run, rN(i_l)J Nij, i.e. it 

is unlikely any unit of N(;_1 j became substan- 
dard during a relatively short period of time; 
it is also true that rM(i_l)J 

In other words, it is likely that most new 

substandard units came from 

Approximately, 

V'Iij = V''(i - -1)j + -1)j (10) 

Thus, is the critical stratum in 

estimating the Oirameters of the current sub- 
standard housing inventory (V "ij), and r is a 

critical estimator. 

IV. PROCEDURES 

Based on the Housing Cotte of the City of 

Rock Island, Illinois (14), quality conditions'of 

a housing structure are classified as either 

sound, minor, major, or critical. Definitions of 

each of the four conditions together with the 

codes and penalty score weightings are shown in 

Table 1. 



Table 1 Definition, Code and Penalty Score 

Weighting, Rock Island, Ill. 

CODE 
QUALITY PENALTY SCORE 

CONDITION WEIGHTING DEFINITION 

1 SOUND ELEMENT SOUND, NO REPAIRS NEEDED 

2 MINOR 1 TO A MINOR DEGREE DEFECTS THAT 
CAN ORDINARILY CORRECTED IN 
THE COURSE OF NORMAL MAIN- 
TENANCE. 

3 MAJOR 4 TO A MAJOR DEGREE DEFECTS THAT 
REQUIRE SUBSTANTIAL REPAIR OR 
REPLACEMENT BUT WHICH ARE NOT 
SERIOUS STRUCTURAL FAILURES. 

4 CRITICAL 16 TO A CRITICAL DEGREE, DEFECTS 
OF THE PRIMARY STRUCTURAL COM- 
PONENTS ONLY AND ARE SERIOUS 
STRUCTURAL FAILURES. 

Twenty -one variables in five structural 

elements (primary components, secondary compo- 

nents, related components, system components and 
availability of plumbing facilities) were select- 
ed for computing the housing structural quality 

coefficient q. Two variables (persons per room 

and persons per block) were selected for comput- 
ing the crowdedness coefficient c, and modified 
quality coefficient q'. Fifteen variables in 

five environmental factors (space, street condi- 
tions, utilities, atmospheric conditions and 
general conditions) were selected for computing 
the environmental coefficient v and modified 
quality coefficient q ". 

Table 2 shows the classification of quality 
rating variables and penalty scores for computing 
quality coefficients q, q' and q ". 

Table 3 shows the overall quality rating of 

a housing structure together with the range of 

penalty scores and structural quality coeffi- 

cients q. 

Table 3 Overall Quality Rating of A Housing 

Structure, Rock Island, Ill. 

OVERALL RANGE OF RANGE OF 
QUALITY PENALTY SCORES QUALITY COEFFICIENT 
RATING 

N 1.00 

- 14 1.00 - 0.90 

M 14 - 22 0.90 - 0.85 

J 22 - 46 0.85 - 0.68 

J' 22 - 32 0.85 - 0.78 

J° 32 - 46 0.78 - 0.68 

C 46 - 72 0.68 - 0,50 

D 72 - 144 0.50 - 0.00 

The computing equation for q, using the 
simplified questionnaire, is 

q = 1 - [k 1 A +kE6Bk (11) 

where 144 is the maximum penalty score, Ak is one 
of the primary components, and Bk is one of the 
other components as listed in Table 2. 
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The first modified quality coefficient q' 

is simply the average of q and the crowdedness 

coefficient c. The second modified quality 

coefficient q" is found by averaging in v, the 

environmental coefficient given by: 

14 
- vi (12) 

where 56 is the maximum penalty score. 

By means of a series of one -page precoded 
questionnaires and a low -cost, simple to operate 
portable data terminal - the IBM Information 
Recorder, all of the measurable variables can be 
logically recorded during the course of a housing 
inspector's daily routine. The inspectors are 
highly trained, and they can observe and record 
the appropriate scores for each variable accord- 
ing to predetermined standards. 

V. EMPIRICAL RESULTS 

These are some of the highlights of the 

empirical results: 

(1) According to the urban growth theory, many 

American cities have grown concentrically or on 

a neighborhood by neighborhood basis. The ori- 

gin is usually called the central business dis- 

trict, and growth spreads out to the peripheries 

- the new neighborhoods. Statistically, these 

neighborhoods are ideal strata. Figure 2 shows 

the distribution of modified quality'coefficient 

by neighborhood. 

Figure 2 Distribution of Modified Quality 

Coefficient 4' by Neighborhood 

Rock Island, Ill. 

LEGEND RANGE OF 

0.85 - 0.89 

0.90 & OVER 

SCALE OF MILES 



In conducting housing quality surveys, stra- 
tification of sampling units by neighborhood is 

essential in order to allocate the samples effi- 
ciently. These statistics are certainly useful 
for code enforcement and urban renewal programs. 

(2) The survey also shows that of owner - 

occupied housing (0.91) is significantly higher 

than for renter -occupied units (0.82) and low 

rent housing (0.74), and that the variances of 

the quality coefficients and their distribution 

patterns are valuable indicators when used in 

the decision -making process of housing planning. 

(3) The elementary sampling units ( ESU's) of the 
environmental survey are block faces. In con- 
junction with the transportation study which the 

city is planning to conduct in the near future 
and a law enforcement study which is in progress, 
the end results of the quality measurement can 
be more effectively utilized and expanded. 

(4) In the June 1970 JASA, Kain and Quigley 
concluded that "the quality of a bundle of 
residential services has at least as much effect 
on its price as such quantitative aspects as 
number of rooms, number of bathrooms, and lot 
size. . ." (7). In actual practice in the 
determination of the market price of a housing 
structure, the element of quality is one of the 
independent variables (16). Specifically, 

Pk f (13) 

where Pk is the price of house k; 

is the quality coefficient of house k; 

Ck are the characteristic variables of 
house K. 

Ck is given by a regression equation developed 
by Musgrave (11). 

as: 

Hence, Musgrave's equation may be modified 

Pk qk [ + 
b1Clk 

+ b2C2k +...+ b21C21k 

+ ek ] (k=l, 2, n) 

or: Y1 

[ bo+ bkCjk+ek ] 

(k=1, 2, 3, ... n) 

The quality coefficient of each character- 
istic variable may vary significantly. Thus, 

equation (14) many be written as 

or 

Pk + + g2b2C2k + 

g21b21C21k ek 

21 
Pk bo ek 

(17) 

(k =l, 2, 3, ...n) (18) 

If a house is occupied or was previously 
occupied, its quality coefficient q will be a 

significant independent variable for its price 
determination. 

(5) By means of a Total Housing Information 
System (THIS), Rock Island, Illinois, currently 
maintains a nearly perfect sampling frame of 
PSU's in terms of local real property units. 
Thus, housing inspection samples are ideally 
stratified and randomly selected. One stratum 
consists of non- residential structures, which, 
however, do contain living quarters, for example, 
housing units above a grocery store. This 
stratum is the missing inventory component that 
usually does not show up In many reports. The 
quality coefficients of this missing component, 
in combination with other statistics such as 
vacancy rates, are significant values for urban 
relocation applications. 

VI. CONCLUSIONS 

(I) For the time being, it is not feasible to 
measure the quality of housing on a national 
scale. There are several reasons: I) Not many 
communities are ready to operate a continuous 
program of this kind. 2) The enumerators must 
be trained housing inspectors. 3) Many local 
housing codes are far from standardized. 4) 
Local needs and capabilities vary too greatly. 
5) Too often politics is involved. 

(14) (2) For the purposes of maximum benefit and 
generality, measuring the quality of housing must 
be a basic subsystem of an integrated total 
housing inventory system. In other words, the 

(15) project should be dynamically operated on a long- 
term basis. 

where b is the constant term in the regression; 

bl, b2, b21 are the regression coefficients 

corresponding to Cjk 1 if house k is in cate- 

gory j and = 0 otherwise; ek is the "error" or 

"residual" term in the regression equation. If 

a house is brand new, q =1, thus, 

bo +kl bkCjk + ek (16) 
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(3) For HUD and the Census Bureau, it is ideal 
to select several communities of various sizes 
in each region of the nation, and develop various 
types of housing inventory systems, including 
housing inspection as a basic subsystem. Thus a 
relatively small number of samples can be used 
to determine certain basic variables for the 
purposes of estimation, projection, and further 
development. 



Table 2 Classification of Quality Rating Variables and Penalty Scores 

Quality 
Coefficient 

Target 
Population 

Element Variable Penalty Scores Maximum 
Penalty 
Scores 

1 

(0) 

2 

(1) 

3 

(4) 

4 

(16) 

q Housing All Structural Variables 0 21 84 80 144 
Structure a. Primary Components: 0 5 20 80 80 

1. Foundation Walls 0 1 4 16 16 

[PSU] 2. Exterior Walls 0 1 4 16 16 

3. Roof & Roof Structure 0 1 4 16 16 
4. Floor & Floor Structure 0 1 4 16 16 

5. Bearing Walls & Columns 0 1 4 16 16 

b. Secondary Components: 0 6 24 - 24 

6. Nonbearing Walls 0 1 4 - 4 

7. Interior Stairs & Railings 0 1 4 - 4 

8. Porch & Steps 0 1 4 4 

9. Windows & Window Units 0 1 4 - 4 

10. Doors & Door Units 0 1 4 - 4 

11. Chimney & Cornices 0 I 4 - 4 

c. Related Components: 0 4 16 - 16 
12. Lighting & Ventilation 0 1 4 - 4 

13. Adequacy of Floor Space 0 1 4 - 4 

14. Entrances & Exits 0 1 4 4 

15. Grounds 0 1 4 4 

d. System Components: 0 3 12 - 12 

16. Plumbing System 0 1 4 - 4 

17. Electrical System 0 1 4 - 4 

18. Heating System 0 1 4 - 4 

Housing e. Availability of Plumbing 0 3 12 - 12 
Unit [ESU] Facilities: 

19. Kitchen Sink 0 1 4 - 4 

20. Flush Toilet 0 1 4 - 4 

21. Bathtub or Shower 0 1 4 - 4 

q' Persons & 1. Persons per Room NA NA NA NA NA 
Households 2. Persons per Block NA NA NA NA NA 

All Environmental Factors 0 14 42 - 56 

Block -face a. Space 0 1 4 - 4 

1. Open Space . 0 1 4 - 4 

b. Street Conditions: 0 5 20 - 20 

2. Street Pavement 0 1 4 - 4 

3. Street Width 0 1 4 - 4 

4. Sidewalk 0 1 4 - 4 

5. Street Lighting 0 1 4 - 4 

6. Offstreet Parking 0 1 4 - 4 

c. Utilities: 0 3 12 - 12 

7. Water Supply 0 1 4 4 

8. Sewage Disposal 0 1 4 - 4 

9. Drainage 0 1 4 - 4 

d. Atmospheric Conditions: 3 12 12 

10. Noise 0 1 4 - 4 

11. Air Pollution 0 1 4 - 4 

12. Odor 0 1 4 - 4 

e. General Conditions: 0 2 8 - 8 

13. Safety 0 1 4 4 

14. General Conditions 0 1 4 4 

PENALTY SCORE CODES: HOUSING STRUCTURE I SOUND. 2 MINOR DEFECT. 3 MAJOR DEFECT. 4 CRITICAL DEFECT. 
PLUMBING FACILITIES 1 . COMPLETE. 2 . PARTIAL. 3 NONE. ENVIRONMENTAL FACTORS 1 . ADEQUATE OR NORMAL. 
2 MARGINAL OR ACCEPTABLE.. 3 . NEGLECTED OR UNACCEPTABLE. NA NOT APPLICABLE 
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ALTERNATIVE MODELS OF INDIVIDUAL MOBILITY 

Alden Speare, Jr., Population Studies and Training Center, Brown University 

The decision to move is usually a complex one 
which involves several factors and is influenced 
by various characteristics of the mover and his 
place of residence. Any model which attempts to 
represent this decision making process must in- 
volve several variables. A simple type of model 
is one in which mobility, represented by a 0,1 
variable, is viewed as a linear function of in- 
dependent variables such as age, education, 
occupation, home ownership and duration of 
previous residence (see [3] and [4]). In an 

earlier paper [8], I tried to expand this model 
to include intervening variables such as residen- 
tial satisfaction and a previously expressed 
desire to move which in turn depend on individual 
and residence characteristics. 

The parameters of these models can be deter- 
mined through ordinary multiple regression by 
defining the mobility variable as equal to 1 for 

movers and 0 for non -movers. For any subgroup of 
the population the mean value of the mobility 
variable lies between 0 and 1 and can be inter- 
preted either as the proportion of movers in that 
subgroup or the probability that an individual in 
that subgroup will be a mover. The unstandardized 
regression coefficients which are obtained from 
the multiple regression can be interpreted as the 
relative contributions of the independent vari- 
ables to mobility if the effects can be assumed 
to be linear and additive. This interpretation 
is especially clear in the case where all inde- 
pendent variables are discrete variables (for a 

discussion of the use of discrete variables in 
regression see Suits, [9] and Goldberger, [2], 

pp. 218 -227). The expected probability that a 
person with given characteristics will move is 
simply the sum of the regression coefficients that 
correspond to the characteristics he possesses 
plus the constant: 

ÿi=a+EbkXki 

where Xki 1 if he possesses the Kth character- 
istic and 0 otherwise. The ability to divide up 
the probability of moving into separate components 
which at least crudely represent the independent 
effects of different variables makes multiple 
regression an attractive technique for the study 
of individual mobility. However, the use of a 
dichotomous dependent variable presents at least 
two problems. 

First, the assumption of homoscedasticity is 
violated since the mobility variable has a 
binomial distribution with asymtotic variance 
equal to PQ. Goldberger ([2], pp. 249 -250) has 
suggested that this problem can be solved by 
introducing weights inversely proportional to the 
variance or (PQ) -1. Unfortunately the true value 
of P is unknown and must be estimated from the 
observed value. When the numbers in some sub- 
groups of the sample are small, the estimates are 
subject to considerable error. This is especially 
a problem when P is near 0 or 1 for the weight 
gets very large and small deviations of the 
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observed P from the true P can have large effects 
on the weight used. 

Another problem with this model is that for 
some combinations of values of the independent 
variables, the expected value, ÿi, may be either 
greater than unity or less than zero. Anyone 
accustomed to evaluating the validity of a model 
by its behavior at extremes would be inclined to 
reject this model since an event cannot have a 
negative probability of occurrence or a proba- 
bility greater than unity. Others who are will- 

ing to mentally make the conversion of a negative 
probability to a zero probability might still 
raise the objection that to use (yi -ÿi)2 provides 
an unnecessary addition to the variance when 
is less than 0 or greater than 1. 

Several alternative models have been sug- 
gested for dealing with this problem. One 
suggestion is to use a logit transformation to 
limit the expected value of the dependent vari- 
able to the 0 to 1 interval (see figure 1). 
Thiel [10] has discussed this model at length for 
the case where the independent variables take on 
a limited number of discrete values. For 3 
independent variables the proportion of cases 
with y=1 for each subgroup defined by a combi- 
nation of values on the independent variables, 
fjkl, is estimated by where 

and 

Pjkl (l Ljkl)-1 

Ljkl 

Pjkl 
equals .5 when Ljkl 0, equals 0 when 

L - 00 and 1 when L + The re- 

gression coefficients can be determined approxi- 
mately by calculating: 

fjkl 

Ljkl 
ln 

1-fjkl 

and regressing this on the independent variables. 
Unfortunately Ljkl is undefined when fjkl equals 

either 0 or 1. Thiel recommends dropping these 
cases from the analysis by giving them a weight 
equal to 0. Other procedures, such as changing 
fjkl to what it would be if a half a case had the 

opposite value, are discussed by Gart and 
Zweifel [17]. The fact that none of these pro- 
cedures provide an unbiased treatment of these 

cases is a weakness of this approach. 

A third model is a simple modification of the 
classical multiple regression equation in which 

is truncated at 0 and 1 (see figure 1). This 
can be accomplished in the computation stage 
by the instructions: 



Figure 1 
Three Alternative Multiple Regression Models 

Model I: Classical Multiple Regression 

y = Ljkl 

Ljkl = a 
+ + b2 

(same for all models) 

Model II: Regression of Logit 

- 
-1 

Model III: Truncated Classical 
Multiple Regression 

9 0 for Ljkl 0 

9 
Ljkl 

for 0 < 1 
1 for Ljkl > 1 
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ifÿ<0, set 

if9>1, set 9 1 

Since y no longer has a continuous first 
derivative, the least- squares equations can not 

be solved directly. However, a solution can be 

obtained through iteration. 

The choice of a model should depend on at 

least three criteria: (1) the ease of perform- 
ing the computations involved; (2) the goodness 

of fit to the data, and (3) the appropriateness 

of the model to the theoretical assumptions 

about the relationships of the variables. While 

some complex model might provide the best good- 
ness of fit, a simpler model might be preferable 
if the fit were almost as good and the model 
seemed more clearly in line with the theoretical 
assumptions. 

All three of the models described above seem 
to be appropriate for the study of individual 
mobility. The classical multiple regression 
equation states that the probability of moving 
is simply a weighted sum of the values of the 
independent variables. This model is simple and 
seems reasonable in the lack of information 
indicating more complex relationships. The trun- 
cated multiple regression equation is similar 
with the exception that once the sum of factors 
is sufficient to predict either mobility or 
immobility (i.e., = 1.0 or - 0) the addition 
of other factors favorable to mobility (or 
immobility) makes no difference. The logit model 
is very similar to the linear model near the 
center. However, as one moves away from the 
center each additional factor has less effect on 
the probability of moving. The extremes of 0 and 
1 can never be reached which is probably realis- 
tic in that there are always some factors which 
dispose a person to stay or move which are not 
included in any particular model. 

THE DATA 

The data come from interviews taken in the 
1969 round of the Rhode Island Héalth Study and a 
telephone follow -up interview one year later (see 
[6]). The original survey included 1081 respond- 
ents who were representative of the Rhode Island 
population aged 21 and over and the married 
population of all ages. A sub -sample of 724 
respondents was selected which contained all 
those who had ever been married, who were under 
65 years of age, who were either the head of the 
household or spouse of the head, and who were not 
currently serving in the military. The age and 
marital status restrictions were deemed necessary 
because of the large variation in mobility rates 
with these variables (see Speare, [7]). A small 
number of respondents who were neither the head 
or spouse of the head were excluded because these 
persons might not be involved in the decision to 
move. The military were excluded because it was 
felt that their movement might not be entirely 
voluntary. 

In the original interview, respondents were 
asked questions about their characteristics, the 



characteristics of their residence, and their 
satisfaction with various aspects of their hous- 
ing and geographical location. They were also 
asked whether they had any wish to move or plans 
to move within the next year. 

Approximately one year later, these same 
respondents were contacted by telephone (or 
field interview where necessary) and were asked 
if they had moved. Every effort was made to 

obtain the follow -up interview and 95 percent of 
the respondents in our sub -sample were reinter - 
viewed. In cases where the follow -up interview 
could not be obtained, the interviewers tried to 
ascertain whether or not the person had moved. 
Of the 724 respondents who met the criteria for 
this study, movement was ascertained for 711 (10 

persons had died or entered institutions during 
the year and 3 refused to be reinterviewed. 

THE ANALYSIS 

A special program called NDIMA was written to 
perform the multiple regression allowing any of 
the three models to be selected. The program 
first tabulated the data in an N- dimensional 
matrix where each of N -1 independent variables 
and the dependent variable represents a dimension. 
The size of each dimension is 2, which restricted 
the analysis to all dichotomous variables, al- 

though variables with 3 or more categories could 
be handled by dividing them into two or more 
dichotomous variables. The least square equa- 
tions were set up from the data matrix. Appro- 
priate transformations and weights were calcu- 
lated and the equations were solved through 
matrix inversion to yield estimates for the 
regression coefficients. 

For models one and three, weights directly 
proportional to the number of cases and indirectly 
proportional to the estimated variance were used 
with the exception that when the observed propor- 
tion, fjkl' was less than .05 or greater than .95 

the variance for fjkl = .05 was used. This kept 

the weights from getting too large and provided 
a finite weight for cases where fjkl = 0 or 

fjkl = 1.0. For model two, a modified form of 

the logit was used which was defined at fjkl = 0 

and fjkl = 1.0 as described in Gart and Zweifel 

[1], p. 181: 

Rjki + .5 

Ljkl ln 

Tjkl Rjkl + .5 

where Rjkl = No. of movers in cell 

Tjkl Total number in cell 

An appropriate weight for this model is: 

(Rjki + .5) (Tjkl - + .5) 

Wjkl 
Tjkl 

+ i 

which is similar to the weight NPQ suggested by 
Thiel ([10], p. 109) when N is large, but has 
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less bias when N is small and is defined at fjkl 

= 0 and fjkl 1. 

After a solution was obtained, new weights 
were calculated based on the estimated probabil- 
ities and the equations were solved again. For 

model three further iteration was required. A 
revised sum of squares was calculated by setting 
the estimated probability equal to 0 whenever it 

was negative and 1 when greater than 1. The 
regression coefficients were then successively 
incremented and decremented by a small amount and 

a test was made to see if the sum of squares was 

reduced. This process was repeated until con- 

vergence was obtained. 

The following independent variables were 

chosen for the analysis based on previous re- 

search with the classical multiple regression 
model (see [8]). All independent variables were 

defined as of the original interview in 1969: 

1. Age of the head of household: 0 = Ages 

18 -34; 1 = Ages 35 -64. 

2. Owner /Renter status: 0 = Owner; 

1 = Renter or Other. 

3. Duration of Residence: 0 0 to 4 years; 

1 = 5 or more years. 

4. Friends and Relatives Index. An index 

representing the proportion of one's 
friends and relatives who live in the 
immediate neighborhood or the same section 

of town. 0 = Relatively low proportion 
of friends and relatives; 1 = Relatively 

high proportion. 

5. Index of Residential Satisfaction. An 

index made up of the weighted sum of the 
expressed level of satisfaction with each 
of eight items dealing with aspects of 

housing, neighborhood, and residential 

location. The item weights were pro- 
portional to the relative importance 

attributed to each item by all respond- 

ents. 0 = Relatively low satisfaction; 
1 = relatively high satisfaction. 

6. Wish to Move: Based on response to the 

question "Do you have any wish to move 
within the next year ?" 0 = No; 1 = Yes. 

THE RESULTS 

The results of stepwise multiple regression 

for the three models are shown in Table 1. These 

results are based on 678 cases for which there 
was complete information for all of the variables. 

The order in which the variables are added is 

arbitrary although it approximates the common 

procedure of adding those variables which account 

for the greatest increase in the "explained" sum 

of squares first. A crude measure of the good- 
ness of fit for each of the models is the co- 

efficient of determination obtained by taking the 

ratio of explained sum of squares to the total 

sum of squares based on deviations of each case 



TABLE 1 
Results of Three Different Multiple Regression Models for Predicting Residential Mobility 

A. With Three Independent Variables 

Classical 
Multiple 

Logit 
Modela 

Truncated 
Classical 
Model 

Constant .069 -.662 .069 
Wish to Move .221 .419 .221 
Age -.056 -.226 -.056 
Owner or Renter .101 .269 .101 

Coef. of Determinationb .168 .178 .168 

B. With Four Independent Variables 

Constant .063 -.674 .019 
Wish to Move .219 .373 .259 
Satisfaction Index .021 .121 .046 
Age -.051 -.219 -.146 
Owner or Renter .100 .246 .180 

Coef. of Determinationb .169 .185 .187 

C. With Five Independent Variables 

Constant .073 -.650 .028 
Wish to Move .220 .390 .260 
Satisfaction Index .031 .119 .056 

Age -.046 -.158 -.096 
Owner or Renter .093 .223 .168 
Duration of Residence -.022 -.139 -.077 

Coef. of Determinationb .171 .186 .191 

D. With Six Independent Variables 

Constant .079 -.560 .019 
Wish to Move .209 .358 .299 
Satisfaction Index .026 .096 .106 

Age -.050 -.191 -.110 
Owner or Renter .080 .227 .190 
Duration of Residence -.018 -.088 -.068 
Proportion of Friends and 
Relatives in the 
Neighborhood .020 -.123 -.110 

Coef. of Determinationb .171 .192 .196 

Coefficients have been multiplied by .25, the value of hp / /L at p .05 

bAdjusted for degrees of freedom 

from its expected value. This is equivalent to 
the correlation ratio discussed by Neter and 
Maynes [5]. Since any particular case must either 
be a mover or a non - mover, the deviations are 
typically large. Using this measure of goodness 
of fit, the logit and truncated regression models 
are potentially superior because it is possible 
to generate expected probabilities near 0 and 1 
for many combinations of the independent 
variables. 

The results are generally in agreement with 
these expectations. The logit model provides a 
better fit to the observed data for all four runs. 
The truncated model is the same as the classical 
model for three variables because none of the 
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expected probabilities fall outside the 0 to 1 
interval. However, it is superior to the 
classical model for four or more variables where 
some combinations of the independent variables 
require truncation. 

In general, the logit model and the truncated 
classical model assign larger effects to the 
independent variables than the classical model 
does. This is most apparent if one compares the 
relative size of the last variable to be added in 
each run. For instance, duration of residence 
which is added for the five variable run has a 
regression coefficient of only -.022 for the 
classical multiple regression, but a coefficient 
of -.139 for the logit model and -.077 for the 



truncated classical model. 

The three models also differ in the decisions 
that are made about whether or not to add an 
additional variable to the model. For the clas- 
sical model, none of the additions beyond three 
variables is statistically significant on the 
basis of an F -test of the increment to the ex- 
plained variance. On the other hand, all of the 
additions to the truncated classical model, up 
to six independent variables, were statistically 

significant. Additions to the logit model were 
also statistically significant with the excep- 
tion of duration of residence. 

In summary, both the logit model and the 
truncated classical model are superior to the 

classical multiple regression model for the 
analysis of individual mobility. They both tend 
to allow for more independent variables in the 
model and to assign larger effects to these 
variables. In comparing the two models, the 
logit model has the advantage of providing a 
continuous function which can be solved exactly 
whereas the truncated model requires iteration. 
On the other hand, the results of the truncated 
model can be interpreted directly as components 
of the probability of moving attributable to 
different independent variables and these may be 
summed simply subject only to the simple trans- 
formation at the extremes. All three models 
encounter problems when subgroup sizes are small 
because of the difficulty in estimating the 
variance for these subgroups which is used to 

calculate weights. Further work is needed to 
establish efficient procedures for small samples. 
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CHARACTERISTICS OF INCOME THE CURRENT POPULATION 

Emmett Spiers, John Coder, and Mitsuo Ono 
U.S. Bureau of the Census 

Introduction 

One of the significant problems encountered 
in household surveys which depend upon public co- 
operation to obtain information on social and 
economic characteristics is that of missing in- 
formation. Missing information is the result of 
either noninterviews or nonresponses. Noninter- 
views are failures either to contact sample units 
or to obtain their cooperation after they are 
contacted. Nonresponses are partial or complete 
failures to obtain information for particular 
items from respondents. 

Income nonresponses have been an important 
problem in collecting income data from the March 
Supplement of the Current Population Survey (CPS). 
In this survey, interviewers ask eight income 
questions for each person 14 years old or over 
living in the sample household. A person is 
designated a nonrespondent if he fails to answer 
one or more of the eight questions. A family is 
considered a nonrespondent if any member of the 
family 14 years old or over does not answer one 
or more of the eight income questions. 

Attempts to reduce nonresponse rates have 
resulted in lower rates over the past 3 years 
The income improvement program has reduced the 
family nonresponse rate from 19.0 percent in the 
March 1969 CPS to 14.3 percent in the March 1970 
CPS. In the March 1971 CPS, it was 14.6 percent, 
about the same as that for the previous year. 

In order to maximize the amount of income 
information available from the March CPS, missing 
income information is imputed or allocated to 
nonrespondents using "fully reported" income in- 
formation obtained from respondents with the same 
social and economic characteristics as those of 
nonrespondents. This allocation procedure is 
necessary since nonrespondents usually have dif- 
ferent social and economic characteristics from 
respondents. If this were not the case, missing 
income information could be adjusted uniformly to 
control totals. 

The purpose of this paper is to describe the 
characteristics, such as age, education, occupa- 
tion, work experienoe, and family relationship of 
nonrespondents and to show the effect of the 
allocation procedure on the income data. 

This paper is divided into four parts. The 
first part outlines major characteristics of in- 
come nonrespondents. The second part describes 
the income allocation method and traces some of 
the impact of income allocation on the income 
data. The third part notes the difference in the 
NA rate when a person for whom the information is 
being obtained is interviewed instead of inter- 
viewing a "proxy family member. The fourth part 
summarizes the general findings covered in this 
paper. 

Statistical assistance was 
lation Division. 

Characteristics of Nonresuondenta 

The income nonresponse (NA) rates for white 

families generally higher than rates for fam- 
ilies of Negro and other races. This statement 
also held true for unrelated individuals. The 
NA rates for white families and families of Negro 
and other races were about three and five percent- 
age pointa higher than those for unrelated indi- 
viduals, respectively. 

The NA rate for men usually higher (about 

three percentage points in the March 1971 CPS) 
than the rate for women. Among males, white per- 
sons had higher NA rates than persons of Negro 
and other races (about one percentage point high- 
er in the March 1971 CPS). Among females, white 
persons had an NA rate of 9.5 percent compared 
with 7.7 percent for persons of Negro and other 
races. The difference in the NA rate by sex can 
be attributed to several reasons. A larger pro- 
portion of men have income. A larger proportion 
of men are self- employed. Also, a larger propor- 
tion of men have property income. It is more 
difficult to estimate self -employment income and 
property income than other types of money income. 

Overall, an income nonrespondent is more 
likely to have the following characteristics: 
White male who is self -employed, a male between 
the ages of 45 and 64, a person who completed 12 
or more years of school, a year -round full -time 
worker, or a male who Iìves in a large metropol- 
itan area with a population of a million or more 
persons. 

Because these characteristics are also those 
of persons with higher than average incomes, in- 
comes of nonrespondents, after allocation, are 
usually higher than those for respondents. Thus, 
the mean of male nonrespondents (from the 
March 1970 CPS) was $8,013, about 13 percent high- 
er than the mean for male respondents ($7,087). 
However, since male nonrespondents represented 
only 12 percent of all male persons 14 years old 
and over, the overall mean income ($7,202) of male 
persona was only about 2 percent higher than the 
income level for male respondents. 

The NA rate for self -employed workers was 
about twice that for wage and salary workers. As 
shown in table A, the NA rate for self -employed 
workers not in agriculture was 25 percent as com- 
pared with 12 percent for wage and salary workers 
in the same classification. Table A also shows 
the NA rate by type of earnings This informa- 
tion shows that the NA rate for self -employment 
income for nonagricultural self -employed workers 

about 19 percent. On the other hand, the NA 
rate for wage and salary income for nonagricul- 
tural wage and salary workers was about 10 percent. 
It is clear from these data that reporting of 
self- employment income presents more problems than 
reporting for wage and salary income. This is 
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understandable since self - employment income is 
more difficult to account for than wage or salary 
income, which is regularly received and recorded 
for tax accounting purposes. Furthermore, self - 
employed workers are more independent and less 
likely to release personal income data for busi- 
ness reasons. 

Table A shows that the professional and mana- 
gerial self -employed workers in nonagricultural 
industries not only had higher NA rates, but also 
higher mean earnings than other self -employed 
workers in the same industrial classification. 
Thus, the NA rate for the professional and mana- 
gerial workers was 28 percent as compared with 
the NA rate of 19 percent for other self -employed 
workers. The mean earnings value of professional 
and managerial self- employed workers ($11,478) 
was almost double the mean earnings value of 
other self -employed workers ($5,527.) The NA 
rate for workers in agricultural industries was 
lower than the NA rate for workers in nonagricul- 
tural industries. 

The NA rates among occupation groups varied 
from a high of 19 percent for managerial workers 
to 8 percent for farm laborers. /(See table B.) 
When self -employed workers were excluded, the NA 
rate for managerial workers dropped to 16 percent. 
The overall NA rate for salaried professional 
workers was 12 percent and it varied from 22 per- 
cent for physicians and surgeons to 10 percent 
for primary and secondary school teachers. The 
only other occupation having an NA rate above the 
overall average for male workers (13 percent) was 
for sales workers (15 percent). 

Other variables associated with income NA 
rates were age and education and residence. 

The NA rate for men in different age cate- 
gories varied from 7 percent for men 14 to 19 
years old to about 16 percent for men between 
45 and 64 years old. (See table C -1.) 

For men 25 years old and over, the NA rate 
by years of school completed varied from 10 per- 
cent for men with less than 8 years of school, 14 
percent for men who completed high school only, 
to 16 percent for men who completed college. (See 

table C-1.) 

The NA rate also varied with age when the 
educational level was kept constant. For college 
graduates, the NA rate rose monotonically from 10 
percent for men age 25 to 34 years to 26 percent 
for men 65 years old and over (presumably associ- 
ated with the high NA rates for self -employed 
professional and managerial workers). For high 
school graduates, the NA rate peaked at age 55 
to 64 years and for elementary school graduates, 
the NA rate peaked at 45 to 54 years old. 

The proportion of year,round full -time work- 
ers was disproportionately greater for nonrespond- 
ents who were high school graduates and college 
graduates in the age groups having the peak NA 
rates compared to respondents in the correspond- 
ing groupa.4/ Thus, for nonrespondents who were 
high school graduates, 55 to 64 years old, 87 
percent were year -round full -time workers as 
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compared with 77 percent for respondents. Within 
this age and education grouping, the NA rate for 
year -round full-time workers was 20 percent com- 
pared with 11 percent for other workers. As shown 
in table C-2, similar results were obtained for 
college graduates 65 years old and over. 

The NA rate also differed by residence and 
region. Thus, the NA rate for men residing in 
metropolitan areas was 13 percent as opposed to 
10 percent in nonmetropolitan areas. Moreover, 
the NA rate in larger metropolitan areas (popu- 
lation of 1 million or more) was higher than in 
small metropolitan areas. The NA rate, however, 
was not significantly different between males re- 
siding inside central cities and outside central 
cities. The NA rate in the Northeast region was 
about 15 percent. This compared to about per- 
cent in each of the other three Census regions. 
(Table D.) 

Impact of Allocation on Income 

The next topic is concerned with the income 
allocation method and its impact on income data. 
The income allocation procedure is designed to 
allocate an amount (a positive or negative dollar 
amount or "none ") for each income item that was 
unanswered by the respondent. The allocated 
amount is derived from a reported income value of 
an income respondent with similar social and eco- 
nomic characteristics who precedes the nonrespond- 
ent. That is, the income amount(s) assigned to a 
nonresnondwnt is the income amount(s) stored from 
the last respondent with similar characteristics. 

There are eight separate income questions on 
the March CPS Supplement schedule .j/ These income 
questions can be grouped into two categories: (1) 

Earnings and (2) income other than earnings. 

The socioeconomic characteristics used in the 

earnings allocation procedure are: (1) Number of 
weeks worked last year, (2) occupation of longest 
job last year, (3) family relationship, (4) sex, 

(5) age, (6) race (white or Negro and other 
races), and (7) class of worker. These seven 
characteristics are combined in various ways to 
create 235 mutually exclusive classes. A person 
who failed to answer a particular earnings item 
is allocated the earnings amount from the last 
person in that class who reported on all three 
earnings items. 

Two important items considered in creating 
these 235 classes were: (1) Characteristics for 
each class should be correlated with earnings, 
i.e., the classes should be homogeneous, and (2) 

the number of persons in each class should be 
large enough to avoid having many persons' earn- 
ings allocated from the same person's amount. 

Income types other than earnings are allo- 
cated based on the following socioeconomic char- 
acteristics: (1) Total earnings, (2) family re- 
lationship, (3) sex, (4) worker- nonworker status, 
(5) age, and (6) race (white or Negro and other 
races). These six characteristics are grouped to. 

form 286 mutually exclusive classes. As in the 
earnings allocation procedure, nonrespondents in 
a particular class are allocated amounts from 
the last person within the class that reported 
the missing item./ 



In order to analyze the impact of the CPS 
income allocation procedures, analytical data 
were tabulated separately for income respondents 
and income nonrespondents. As indicated earlier, 
nonrespondents tend to be persons with social and 
economic characteristics similar to those for in- 
come respondents who have higher than average in- 
comes, e.g., college graduates, middle -aged per- 
sons, self -employed professional and self -employed 
managerial workers, or residents of large metro- 
politan areas. Therefore, the general effect of 
the allocation procedure is to shift the income 
size distribution upward and to raise the overall 
level of income above that of respondents. 

Table E shows income size distribution data 
obtained from the March 1970 CPS for (1) Respond- 
ents, (2) nonrespondents, and (3) respondents and 
nonrespondents combined, by male and female 
persons. 

The effect of allocation on the income size 
distribution was most noticeable for incomes of 
$15,000 or more. About 11.6 percent of the male 
nonrespondents had incomes of $15,000 or more 
while only 7.4 percent of the respondents had in- 
comes above that amount. The effect of allocating 
income to the nonrespondents was to increase the 
percent of males with incomes above $15,000 to 
7.9 percent. 

The allocation process affects the mean of 
the income distribution to a greater extent than 
the median. This is to be expected since the mean 
is affected more by high income amounts than the 
median, which is a positional value. For males, 
the difference between the medians for nonrespond- 
ents and respondents was 6.4 percent. The corre- 
sponding difference in the mean was 13.1 percent. 
The effect of allocating income to the nonrespond- 
enta, however, was to increase the final median 
above the reported median by only 0.8 percent and 
increase the final mean above the reported mean 
by 1.6 percent. 

The percent of persons with allocated 
income by income intervals is shown in table E. 
The percent of persona with allocated income 
(the rate) rose sharply for the two highest 
income intervals. The NA rates were 17 and 22 
percent for the $15,000 to $24,999 interval and 
the $25,000 and over interval, respectively, for 
male persons. 

Family Relationship and Type of Respondent 

The problem here is to determine to what ex- 
tent the NA rate differed by type of respondent 
queried. Overall, 49 percent of all males and 
67 percent of all females were persons who answer- 
ed for themselves in the March 1970 CPS. As ex- 
pected, data showed that NA rates were lower for 
persons responding to the question for themselves 
(designated as self) as compared to persons for 
whom questions were answered by another member 
(designated proxy) of the household. For all 
males, the NA rate for "self" responses was 7.5 
percent and for "proxy" responses, the rate was 

14.7 percent. 
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The corresponding rates for females were 5.9 per- 
cent and 8.7 percent, respectively. 

Family heads who answered for themselves had 
lower nonresponse rates than for heads whose 
answers were given by some other member of the 
family. Approximately 46 percent of all family 
heads answered for themselves. These heads had 
a nonresponse rate of 7.5 percent. This compared 
to a 12.1 percent nonresponse rate for "proxy" 
responses. 

Seventy -seven percent of the wives of family 
heads answered for themselves in the March 1970 
CPS. These "self" respondents had a nonresponse 
rate of 4.8 percent. The nonresponse rate for 
"proxy" respondents who answered for the wife of 
head was 8.5 percent. 

Twenty -two percent of other family members 
responded for themselves. For family members 
who responded for themselves, the nonresponse 
rate was 5.2 percent. For family members who did 
not respond for themselves, the nonresponse rate 
was 8.3 percent. 

Eighty -six percent of all unrelated indi- 
viduals answered or themselves. The nonresponse 
rate for these unnelated individuals was 9.4 
percent. However, the NA rate for unrelated in- 
dividuals who did not answer for themselves was 
26 percent, the highest of NA rates among the 
different categories noted above. 

These data show that by directly contacting 
the person whom information is being obtained, 
the NA rate could be reduced. It is noted that 
46 percent of family heads answered for them- 
selves in the March 1970 CPS, and since the family 
head is generally the main source of income for 
the family, direct interviews with family heads 
may be a way to reduce family income nonresponse 
rates. 

In summary, findings indicate that income 
nonrespondents tend to have the following char - 
acteristics: White males, self -employed work- 
ers, men between the ages of 45 and 64 years, 
men who completed 12 years of school or more, 
year -round full -time workers, or men who live 
in metropolitan areas with populations of a 
million or more persons. Since these character- 
istics are associated with persons with higher 
than average incomes the level of NA rates is 
directly related with the level of income. Hence, 
income allocations tend to raise the average 
level of income and to shift the overall income 
size distribution upward. Moreover, the impact 
of the allocations is greater on the mean than 
on the median. With respect to the income NA 
rate, it is lower for "self" respondents than 
for "proxy" respondents. 



Table A.-- NONRESPONSE RATES AND MEAN EARNINGS IN 1969, OF CIVILIAN MALES 14 YEARS OLD AND OVER BY CLASS 

OF WORKER, IN THE UNITED STATES 

Class of worker 
Total 

(thousands) 

Nonresponse 
rate 

Approximate 
nonresponse 

rate on 
major type 
of incomelJ 

Mean earnings 
of 

respondents 

Total worked last year 55,111 12.7 (X) $7,261 
Wage and salary workers 49,137 11.7 9.4 7,146 
Self -employed workers 5,974 21.1 15.9 7,446 

In agriculture 3,594 11.5 (X) 3,266 
Wage and salary workers 1,676 9.1 7.9 2,012 
Self -employed workers 1,918 13.7 9.5 4,414 

Not in agriculture 51,517 12.8 (X) 7,542 
Wage and salary workers 47,461 11.8 9.5 7,430 
Self- employed workers 4,056 24.5 18.9 9,082 

Professional and managerial 2,544 27.9 (NA) 11,478 
Other self -employed workers 1,512 18.8 (NA) 5,527 

X Not applicable. 
NA Not available. 
1/ It is assumed that the major type of earnings is the type consistent with the class of worker. 
g/ Mean earnings were used because mean income was not available. The latter would have been pre- 

ferred because persons are grouped by total income nonresponses rather than earnings nonresponses. 
2/ Excludes unpaid family workers. 

Table B.- -INCOME NONRESPONSE RATES AND MEAN INCOME IN 1969, FOR CIVILIAN MALES 14 YEARS OLD AND OVER 
BY OCCUPATION OF LONGEST JOB, IN THE UNITED STATES 

Occupation p 
Total 

(thousands) 
Nonresponse 

rate 

Mean income 

Total Respondents 
Non - 

respondents 

Total worked last year 55,700 12.6 $7,779 $7,654 $8,641 

Professional, technical, and kindred 
workers, total 7,193 14.1 12,047 11,796 13,585 

Self -employed, total 690 30.0 21,447 22,045 20,030 

Physicians and surgeons 133 33.8 33,563 40,546 (B) 

Other self -employed 557 29.1 18,531 17,908 20,064 

Salaried, total 6,500 12.4 11,054 10,928 11,948 
Engineers, technical 1,207 12.4 13,632 13,700 13,150 
Physicians and surgeons 101 21.8 14,661 14,699 (B) 

Teachers, primary and secondary 846 9.5 9,857 9,732 11,054 
Other salaried workers 4,348 12.7 10,488 10,319 11,649 

Farmers and farm managers 1,841 13.4 5,048 5,190 4,125 
Managers, officials and proprietors, exc. 

farm, total 7,053 19.1 12,542 12,526 12,609 

Self -employed, total 1,854 27.2 9,425 9,324 9,697 
In retail trade 820 28.4 8,713 8,426 9,435 
Other self -employed 1,034 26.2 9,991 10,015 9,924 

Salaried 5,199 16.3 13,652 13,518 14,341 
Clerical and kindred workers 4,068 11.7 6,850 6,881 6,619 
Sales workers, total 3,262 15.0 8,132 7,821 9,877 

In retail trade 1,467 15.5 5,326 4,898 7,632 
Other sales workers 1,795 14.6 10,407 10,164 11,824 

Craftsmen, foremen, and kindred workers, 
total 10,667 11.3 8,094 8,109 7,973 
Foremen 1,451 10.3 9,760 9,823 9,214 
Craftsmen 9,216 11.4 7,831 7,836 7,796 

Operatives and kindred workers 10,842 10.0 6,251 6,260 6,167 
Private household workers 110 27.3 1,857 1,546 (B) 

Service workers,except private household 3,995 12.4 4,536 4,514 4,689 
Farm laborers and foremen 1,805 8.1 1,746 1,638 2,901 
Laborers,except farm and mine 4,861 10.3 3,596 3,593 3,619 

B Base less than 75,000. 
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Table 1.- -INCOME NONRESPONSE RATES AND MEAN INCOME IN 1969, FOR MALES 14 YEARS CCD AND OVER BY AGE AND 
YEARS OF SCHOOL COMPLETED, IN THE UNITED STATES 

Characteristic 
Total 

Non - 
response 
rate 

Mean income 

Proportion of civilians 
with income working 
year round full time 

Respondents 
respondents Respondents respondents 

AGE 

Total E9,027 12.0 $ 7,087 $ 8,013 58.3 63.7 

14 to 19 years 11,125 7.4 1,051 1,587 6.0 8.1 

20 to 24 years 7,067 10.1 4,287 2,828 41.1 37.3 
25 to 34 years 12,045 9.6 8,333 8,798 78.7 80.8 

35 to 44 years 11,087 12.9 9,995 10,360 84.0 84.5 

45 to 54 years 11,081 16.0 9,827 10,113 80.6 81.6 

55 to 64 years 8,561 15.4 8,143 9,828 68.5 76.5 
65 years and over 8,062 13.1 4,200 5,004 13.5 18.7 

YEARS OF SCHOOL 

Total 50,835 13.3 8,330 9,084 68.1 71.2 

Elementary, total 14,352 11.3 8,330 9,084 68.1 71.2 
Less than 8 years 7,575 10.3 4,064 5,780 41.0 49.4 
8 years 6,778 12.5 5,699 6,573 53.0 55.4 

High school, total 23,632 13.1 8,262 8,496 75.2 75.4 

1 to 3 years 8,171 12.3 7,236 7,586 67.2 65.5 

4 years 15,461 13.5 8,811 8,932 79.6 80.1 

College, total 12,851 15.7 12,520 12,293 80.0 

1 to 3 years 5,548 14.9 10,351 10,592 78.7 78.4 

4 years or more 7,303 16.4 14,200 13,462 81.1 81.0 

Limited to persons 25 years old over. 

Table C- 2.- -INCOME NONRESPONSE RATES AND MEAN INCOME 1969, FOR MALES 14 YEARS OLD AND OVER BY AGE AND 
WORK EXPERIENCE, BY YEARS OF SCHOOL COMPLETED, IN THE UNITED STATES 

Characteristic 
Total 

(thousands) 

Non - 
response 
rate 

Mean income 
Proportion of civilians 
with income working 
year round full time 

Respondents 
respondents 

Respondents 
Non - 

respondents 

ELEMENTARY SCHOOL GRADUATES 
BY AGE 

25 to 34 years 572 11.4 $ 6,389 7,710 71.1 67.9 
35 to 44 years 1,051 14.6 6,849 4,374 74.7 75.9 
45 to 54 years 1,370 12.3 7,146 7,369 76.7 73.3 
55 to 64 years 1,665 13.6 6,328 8,179. 65.2 67.1 
65 years and over 2,120 11.1 3,549 4,226 13.4 13.8 

HIGH SCHOOL GRADUATES BY AGE 

25 to 34 years 4,807 9.4 8,148 7,985 83.5 81.9 
35 to 44 years 3,848 12.3 9,573 9,724 87.1 84.6 

45 to 54 years 3,696 16.7 9,760 9,577 84.7 86.6 
55 to 64 years 2,081 18.2 9,094 9,418 76.5 86.7 
65 years and over 1,029 16.2 5,218 5,700 19.8 23.1 

COLLEGE GRADUATES BY AGE 

25 to 34 years 2,413 9.9 10,946 11,784 79.7 . 84.9 
35 to 44 years 1,934 14.5 15,831 17,460 92.2 95.3 
45 to 54 years 1,457 21.3 17,934 13,965 91.4 89.9 
55 to 64 years 860 23.0 16,719 13,852 80.6 81.2 
65 years and over 640 26.3 10,763 7,735 26.1 34.9 
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Table D.-- NONRESPONSE RATES AND MEAN INCOME IN 1969, FOR MALES 14 YEARS OLD AND OVER, BY RESIDENCE AND 
REGION, IN THE UNITED STATES 

Residence /region Total 
(thousands) 

NA 
rate 

Mean income 

Total Respondents Nonreapondents 

RESIDENCE 

Nonfarm 65,181 12.1 $7,352 $7,236 $8,163 
Farm 3,846 10.6 4,658 4,599 5,133 
In metropolitan areas 44,820 13.1 7,901 7,829 8,358 

1,000,000 or more 24,272 14.0 8,390 8,352 8,612 
Less than 1,000,000 20,548 12.1 7,326 7,228 8,010 
In central cities 20,108 13.3 7,080 7,007 7,680 
Outside central cities 24,712 13.0 8,541 8,484 8,911 

Outside metropolitan areas 24,207 9.8 5,911 5,771 7,155 

REGION 

Northeast 16,791 15.0 7,536 7,431 8,104 
North Central 19,449 11.4 7,561 7,457 8,341 
South 20,938 10.7 6,223 6,075 7,398 
West 11,849 11.0 7,857 7,796 8,341 

Table E.- -INCOME RESPONDENTS, NONRESPONDENTS, AND NONRESPONSE RATES BY TOTAL MONEY INCOME 1969, BY 
SEX, IN THE UNITED STATES 

Income 

Male Female 

Total Total 
Respond- 

Non- 
respond - 

ents 

Percent 
with allo- 
cated income 

Total 
Respond- 

ents 

Non- 

respond - 
ents 

Percent 
with allo- 
catad income 

Total 
Percent with income 
Percent with no income 

Percent with income 

$1 to $999 or loss 
$1,000 to $1,999 
$2,000 to $2,999 

$3,000 to $3,999 
$4,000 to $4,999 
$5,000 to $5,999 
$6,000 to $6,999 
$7,000 to $9,999 
$10,000 to $14,999 
$15,000 to $24,999 
$25,000 and over 

Median 
Mean 

69,028 

92.5 
7.5 

100.0 

10.9 
8.6 
7.5 
6.6 
6.2 
7.0 
7.6 

21.6 
16.2 
6.1 
1.8 

$6,429 
7,202 

60,756 

92.1 
7.9 

100.0 

10.9 
8.6 
7.5 
6.9 
6.3 
7.1 
7.6 
21.8 
16.1 

5.8 
1.6 

$6,378 
7,087 

8,272 

95.9 
4.1 

100.0 

10.5 
8.3 

7.4 
5.7 
5.4 
6.9 
7.5 

19.8 
17.0 
8.3 

3.3 

$6,788 
8,013 

(X) 

(X) 

(X) 

(X) 

12.1 
11.9 

12.3 
10.6 
10.6 
12.1 
12.4 
11.4 
13.0 
17.0 
22.0 

(X) 

(X) 

76,277 

65.8 
34.2 

100.0 

29.1 
19.0 
12.0 
10.9 
8.8 
6.9 
4.8 

5.9 
1.9 
0.4 
0.1 

$2,132 
2,94._ 

69,639 

64.4 
35.6 

100.0 

29.8 
19.0 
12.0 
10.9 
8.9 
6.8 
4.7 
5.6 
1.9 
0.3 
0.1 

$2,090 
2 &891 

6,638 

80.5 
19.5 

100.0 

23.2 
19.3 
12.4 
10.9 
8.9 
8.1 

6.2 
7.5 

2.5 
0.6 

0.3 

$2,554 
3.402 

(X) 

(X) 

(X) 

(X) 

8.5 
10.8 
11.0 
10.7 
10.7 
12.4 
13.7 
13.4 
13.9 
18.5 

23.0 

(X) 

(X) 

X Not applicable. 
FOOTNOTES 

1/ For a more detailed discussion of the CPS income improvement program, see paper by Mitsuo Ono en- 
titled "Current Developments on Collecting Income Data in the Current Population Survey," presented at 
the 1971 annual meeting of the American Statistical Association. Nonresponse rates cited below and in 
the first two paragraphs of the next section were obtained from table 1 of Dr. Ono's paper. 

Mean earnings were used because mean income was not available. The latter would have been preferred 
because persons are grouped by total income nonresponses rather than earnings nonresponses. 

1/ Excluding the number of private household workers. 
4/ There are large sampling errors within the age- education -work experience groups. Hence, these es- 

timates are subject to further analysis. 
1/ In the March 1970 CPS the eight questions covered the following: Earnings --(1) Money wages or sal- 

ary; (2) net income from nonfarm self -employment; (3) net income from farm self -employment; Other income- 

(4) Social Security;I(5)dividends, interest,rent,income from estates or trusts; (6). public assistance or 
welfare payments; (7) unemployment compensation, workmen's compensation, government employee pensions, or 
veterans' payments; (8) private pensions, annuities, alimony, regular contributions from persons not liv- 
ing in this household, royalties, and other periodic income. 

For a more detailed discussion of the income allocation procedures used in the March CPS, see a 
paper by E. Spiers and J. Knott entitled, "Computer Method to Process Missing Income and Work Experience 
Information in the Arent Population Survey," Proceedines of Social Statistics Section, American Statis- 
tical Association, 1969. 
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WHO ARE THE USERS OF THE 1970 

Marshall L. Turner, Jr., U. S 

Data from the 1970 Census of Population and Hous- 
ing are now available for every town, village, 
city, county and State in the country. At this 
writing, 100 - percent census tract data for over 
three -quarters of the Standard Metropolitan Sta- 
tistical Areas (SMSA's) are also completed. In 
addition to the printed census reports, data are 
being disseminated widely on computer summary 
tapes. The Census Bureau alone has sold over 
1,300 reels of the first count summary informa- 
tion. Approximately 140 different organizations 
purchased these materials;. 28 percent of these 
purchasing organizations were summary tape pro- 
cessing centers, and as such, represent likely 
sources for the further proliferation of summary 
tape copies. Feedback indicates that three of 
these centers alone have produced over 2,500 copy 
reels of first count data for their customers. 
Based on these statistics, a minimum of about 
3,800 first count summary tapes have been dis- 
tributed around the U. S. 

With respect to the major types. of organizations 
that have purchased summary tapes from the Bureau, 
our records identify 38 percent of these groups 
as State and local government agencies or regional 
and local planning commissions. Colleges and 
universities account for another 32 percent of the 
Bureau's purchasers. About 17 percent were classi- 
fied as computer and related services groups. 
The remaining 13 percent was made up of retail 
organizations, newspapers and magazines, and 
Federal government agencies. 

At this writing, the Bureau has orders from 87 
organizations for approximately 6,800 reels of 
data from the second through the sixth counts. 
Almost 30 percent of these organizations are 
classified as State and local government agencies 
or regional and local commissions. Of 
the remaining organizations that have placed ad- 
vance orders, universities represent 32 percent; 
Federal government agencies account for another 
8 percent; 10 percent are identified as computer 
and related services groups; and retail organiza- 
tions, newspapers and magazines make up the final 
20 percent. 

EXAMPLES OF USERS OF SUMMARY TAPE DATA 

The planning department of one State has embarked 
upon a program aimed at meeting the needs of many 
State and local planning groups. Using a widely 
available software retrieval system, this State 
planning department is offering courses in the 
maintenance and utilization of the first count 
summary tapes to local planners who have access 
to computers. For users without computer capa- 
bility, this organization is making available 
printed publications containing extracted summary 
tape statistics for each county and county sub- 
division in the State, and in some cases, maps 
which graphically portray this information. 

In addition to these educational and data dis- 
semination functions, this State planning depart- 
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CENSUS SUMMARY TAPES? 

. Bureau of the Census 

ment is serving as a clearing house for informa- 
tion about census tabulations available from 
various city and regional planning departments 
throughout the State. This clearing house effort 
is being carried out through seminars and news- 
letters. 

As another example, a regional medical and social 
services program in one State is already making 
extensive use of the first count summary data in 
the form of special printed reports. Through the 
services of a local summary tape processing 
center', the State -wide staff of this program has 
been supplied. with special publications for each 
county showing measures of "dependent" population 
groups based on age distributions; estimates of 
the incidence of "broken homes" based on marital 
status and household relationship statistics; 
and general demographic profiles based on age, 
race, and sex distributions. Using the second 
count summary tapes, this summary tape center 
plans to prepare similar types of statistical 
measures for each minor civil division and census 
tract in the State. These small area data will 
be used to perform a more detailed analysis of 
the medical and social services needs of the 
local areas. 

From the perspective of the academic users, one 
large university has provided us with a descrip- 
tion of how they are using the first count sum- 
mary tapes. Utilizing several custom - designed 
computer programs, this university has developed 
a file maintenance and retrieval system which 
allows terminal access to the first count data 
from various academic departments on the main 
campus and from terminals located on the campuses 
of a number of affiliated schools throughout the 
State. 

In terms of substantive work with the first count 
data, this university has prepared printed re- 
ports on social indicators for each county and 
city and in the State. These reports, which pro- 
vide measures of housing conditions and demo- 
graphic characteristics in various areas, are be- 
ing made available to public libraries and local 
government agencies. 

These data will be used also in sociology and 
political science courses to be taught in the 
forthcoming school year. To this end, this 
social indicator information will be stored "on- 
line" in the university's computer system. The 
students will be given assignments concerning the 
relationships of the demographic characteristics 
of various areas in the State to the sociological 
implications of these characteristics. Using a 
"conversation" mode of communication with the. 
computer, the students will then be able to re- 
trieve specific area summary statistics relevant 
to their assignments. 



MICROFILM AND PAPER COPIES OF CENSUS DATA 

In addition to the first count summary tapes 
themselves, the Bureau has received a significant 
number of orders for these data in the form of 
16mm microfilm and paper printouts of the micro- 
film. As of July 1, we had filled over 330 
orders for paper copies of first count data for 
selected counties, county subdivisions and enum- 
eration districts throughout the country. Ap- 
proximately 150 orders for microfilm copies of 
the first count data had also been filled. 
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Copies of the 100 percent census tract tabula- 
tions (census tract report tables P -1, H -1, and 
for tracts with at least 400 Negroes, table H -3) 
are also becoming available. By late July, the 
Central Users' Service had distributed about 275 
copies of the tables available for 175 SMSA's. 
This distribution included copies provided to the 
census tract key person in each SMSA as well as 
the copies purchased directly from the Bureau by 
other users. 



A CRITIQUE OF THE DELPHI TECHNIQUE 

Gordon Welty, American University 

The Delphi technique is a recent 
RAND Corporation development in long - 
range forecasting. A group of experts 
are polled for their opinions on a given 
forecasting problem. The opinions are 
aggregated and fed back for a second 
round of opinion formation. Hence, the 
exercise is iterative, and polling, 
aggregation and feedback continue until 
consensus develops /cf. 3/. 

In particular, a percentage of the 
respondents giving the most extreme 
individual forecasts each round, usually 
the upper and lower quartiles, are 
requested to reconsider the forecast they 
gave in a given round, in succeeding 
rounds, in light of their deviance from 
the group norm. This labelling or 
selection procedure supposedly hastens 
the development of consensus. 

In several papers, we have examined 
a number of problems associated with 
structural aspects of the Delphi tech- 
nique, such as aggregation of expert 
opinions /9/ and the selection of 
experts /10/. In this paper we shall 
study a further problem related to 
Delphi, namely that of the robustness of 
the Delphic exercise in withstanding 
deliberate manipulation of judgment and 
deceitful opinion formation. 

It is important for our purposes to 
differentiate risk bearing from con- 
fronting uncertainty. If instead of a 
known world, we are talking about "unique 
events," etc., then known frequencies 
will not apply, since there won't be any 
sequences upon which the frequency can be 
based. Consider the distinction between 
a mechanical "one -armed bandit" with its 
known risk and pari -mutuel gambling 
schemes with its uncertainty. In the 
case of the mechanical schemes, there are 
fixed odds (known perhaps only to the 
house), while in the case of pari -mutuel 
betting, the odds change constantly, as a 
function of the social psychologically 
determined behavior of the bettors. 

Following Frank Knight /5/, the 
relative frequencies in the known or 
measurable case is called risk and one's 
judgments in the case of unmeasurable 
circumstances will be judgments of 
uncertainty. For the latter, Knight 
notes that there are two fundamental 
methods of dealing with uncertainty, 
based respectively upon "reduction by 
grouping" and upon "selection of men" to 
control uncertainty /5, p. 239/. 
Grou i consists in categorizing the 
word or its attributes) which confront 
men, while selection consists of cate- 
gorizing the men who confront the world. 
For grouping, Knight has emphasized that 
nothing in the universe of experience is 
absolutely unique any more than any two 
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things are absolutely alike. Conse- 
quently, it is always possible, for 
Knight, to form classes if a loose 
enough interpretation of similarity is 
accepted /5, p. 227/. 

Knight goes on to point out several 
illustrative social institutions which 
deal with uncertainty. For grouping, the 
best -known sort of institution is that of 
insurance. The best -known institutions 
which select men to control uncertainty 
are those of speculation. These include 
future markets, produce and security 
exchange, etc. In elaborating upon the 
distinction between grouping and 
selecting men to control uncertainty, 
Knight points out that in the former 
case, the institutions don't serve to 
lessen "real risk" but merely spread it 
around. In the second case, however, the 
institutions do, by a process of elimina- 
tion, lessen the real risk. "There is 
better management, greater economy in the 
use of economic resources, as well as a 
mere transformation of uncertainty into 
certainty" /5, p. 259/. 

As Knight points out, "The problem 
of meeting uncertainty . . . passes 
inevitably into the general problem of 
management, of economic control" /5, 
p. 259/. This is the point at which we 
seek to specify a problem to be expected 
in a Delphi exercise. Since, in Delphi, 
the control of the exercise is central- 
ized, in the person of the Delphi managen 
we have the institutional analogue of the 
monopolistic institution rather than the 
competitive (decentralized) institution. 
As is well -known in elementary economic 
analysis, a monopolistic institution 
frees one parameter to function variably 
(e.g. "price "). Since this parameter can 
function variably, it can be "fixed" at a 
socially suboptimal level by the monopo- 
list. The same, we will suggest, may be 
the case for the institution of the 
Delphic exercise. 

The Delphi manager may deliberately 
misrepresent the outcome of one Delphi 
round to the participating experts in the 
next round, in an attempt to influence 
the outcome of the entire exercise. This 
influence would operate along the same 
lines as the group influence observed in 
Sherif -Asch type social yeychological 
experiments /1,8, Ch. 7/. Being an 
"expert" and supposing the rest of the 
experts disagree with oneself may be 
sufficient for opinion change. Evidence 
for such an hypothesis can be provided by 
an experiment with a group of Delphi 
participants, wherein an attempt is made 
deliberately to mislead them. Are the 
Delphi participants susceptible to such 
influence and deception? 

The Greek historians tell the story 



of King Athanus of Alus in Thessaly who 
had two wives, first Nephele and then Ino. 
Ino was jealous of her step -children, and 
planned their death. A famine occurred 
after Ino convinced the local women to 
secretly roast the seed grain, and no 
crops grew. Athanus sent a messanger to 
the Oracle of Delphi to find the cause of 
the famine. Ino bribed the messenger to 
lie on his return. The messenger con- 
sented and said falsely the Oracle pro- 
claimed the famine would cease only when 
Nephele's children were sacrificed to 
Zeus. Thus, we find deception. 

The children, however, escaped to 
Colchis in Asia Minor, on the Golden Ram 
whose fleece was later retrieved by Jason 
and the Argonauts. Then an Oracle pro- 
claimed that Athanus must be sacrificed 
for the country. The wicked Ino and her 
children met unhappy ends, and the king 
went insane and left the country. There- 
after the eldest male heir in each gener- 
ation of the family of Athanus was sacri- 
ficed, since Athanus' sacrifice never 
properly occurred /4, pp. 161 -163/. The 
point we would like to emphasize is that 
the Oracle, once deceived, was apparently 
unable to rectify its utterances. While 
this tale has an element of myth about 
it, nevertheless a basic point we wish to 
address is clear. 

The anonymity of the experts who 
participate in a Delphi exercise may have 
a unique effect, precisely the same as we 
saw in the Greek tale of the deception of 
the Oracle, that warrants consideration. 
With the Delphi technique, not only is 
rectification of erroneous assumptions 
perhaps not possible, as we have seen, 
but the mechanism may actually facilitate 
reaching erroneous conclusions. Indeed, 
Dean Cyphert and Dr. Gant have presented 
experimental evidence that suggests that 
this is the case /2/. 

In an attempt further to examine 
this circumstance, we replicated a sub- 
stantial portion of Professor Rescher's 
Delphi -like study of anticipated changes 
in American values by the year 2000 A.D. 
/7/. While the questions posed were 
identical to those of Rescher's generic 
or "primary" Question 2, and comparable 
procedures were used, the respondents 
were radically different. Instead of 
high status scientists, such as used by 
Rescher /6, p. 21/, 192 sophomore 
engineering students were selected. 

We were able to gather demographic 
information from 168 of the student 
participants. 78% reported they were 
sophomores, and 61% were 19 years of age. 
24% reported that they resided within 
cities of 50,000 or more persons; 32% 
resided in suburban areas; 35% resided 
within towns of 2,000 to 50,000 persons; 
the remainder of the participants 
reported they resided in rural areas. 
Father's occupation provides a rough and 
ready measure of socio- economic status. 
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8% of the student participants reported 
their father's occupation as "profession- 
al," 10% as "managerial," 13% as technical 
and engineering, and 12% reported their 
father's occupation as sales, services, or 
bureaucratic. In addition, 21% reported 
their father's occupation as a craft 
(skilled blue collar) and 25% as unskilled 
labor. The remainder of the responses 
were scattered across several self - 
employment categories. 

A preliminary null hypothesis was 
that there is no difference in the ability 
to forecast changes in values by high 
status scientists and university sopho- 
mores. 

For each of Rescher's 37 items or 
"secondary questions," representing a 
value of American society in the year 
2000 A.D. /cf. 7, p. 140, p. 145/, an 
opinion of the probable change in 
emphasis was elicited on a five point 
scale (ranging from 1 = greatly increased 
emphasis to 5 = greatly decreased empha- 
sis). Each item mean was computed and 
compared by means of the F -test with the 
(rescaled) item means reported in 
Rescher's study. Since the covariance 
structure of Rescher's data was unknown, 
it was not possible to compute a single 
multivariate F ratio for this comparison. 
Instead, we computed a univariate F for 
each of the 37 items. For 21 of the 
items, we found no significant difference 
at p = 0.05 between the means of Rescher's 
distribution and our distribution. 8 
items showed that Rescher's subjects 
expected more emphasis in the future upon 
the value itemized, and the other 8 items 
showed that the students expected more 
emphasis on the value itemized. A tabular 
display of this analysis, including item 
means and standard deviations, is availa- 
ble in. Table I following. 

Hence, we concluded that there was no 
significant difference in the ability to 
forecast values and their changes of the 
two groups of respondents. Thus, we felt 
confident, at least for forecasting sub- 
ject- matter of values and their changes, 
that we could use the student Delphi 
participants as the subjects of a further 
study of the Delphi technique. 

We can then turn to our major hypothe- 
sis. Let us suppose of a Delphi exercise 
that the median of the first round of 
forecasts indicates a specific central 
tendency in the expert's judgments. If 
the manager of the Delphi exercise chooses 
arbitrarily and deceitfully to change the 
forecast, as did Ino, and feeds back a 
median value for the secound round sub- 
stantially different from the "true" 
value, then there are two interesting 
alternatives to consider. On the one 
hand, it might be supposed that the exper- 
tise of the respondents would permit their 
immediate recognition of the deception, in 
which case they would seek to reestablish 
the "true" value, refuse to participate in 



Item 
No. 

Mean 
(Rescher) 

S. D. 

(Rescher) 

TABLE I 

Mean 
(Student) 

S. D. 
(Student) 

Significance of F 
(df 1,246; p = 0.05) 

1 2.02 0.94 1.79 0.86 

2 1.80 0.80 1.65 0.80 

3 1.96 1.01 2.39 1.08 R 

1.70 0.69 2.00 0.94 R 

5 2.68 1.01 2.65 0.99 

6 2.27 1.12 2.19 1.12 

7 3.59 1.08 3.16 1.15 S 

8 2.70 0.97 2.48 1.10 

9 2.95 1.12 2.81 1.19 

10 2.41 1.14 2.54 1.09 

11 2.68 1.18 2.73 1.09 

12 2.70 1.16 3.02 1.21 

13 3.27 1.20 2.21 1.24 S 

14 3.27 1.45 2.66 1.30 S 

15 1.71 0.80 1.67 0.76 

16 2.91 0.94 2.50 1.00 S 

17 2.05 0.86 2.43 3.02 

18 2.43 0.89 2.27 0.93 

19 3.02 0.96 3.34 1.13 R 

20 3.43 1.01 3.43 0.98 

21 3.32 0.96 2.69 1.02 

22 2.54 0.99 2.29 1.15 

23 2.59 0.93 2.69 1.17 

24 2.79 1.16 2.66 1.10 

25 2.27 1.07 1.69 1.04 

26 2.29 0.95 2.73 1.09 R 

27 2.04 0.95 2.38 0.97 R 

28 2.59 0.87 2.92 1.01 R 

29 2.23 1.01 2.65 1.01 R 

30 1.84 0.65 1.88 0.92 

31 3.48 1.04 3.42 0.99 

32 2.52 1.10 2.79 0.98 

33 2.09 0.64 2.10 0.88 

34 1.95 0.96 1.53 0.86 

35 1.70 0.83 2.35 1.02 R 

36 2.43 1.08 2.23 0.95 

37 2.86 1.09 2.18 1.15 S 

Legend, We have included above the 37 item means and standard deviations for the 
responses as given by Rescher's experts and the student participants. Also, we 
indicate that the differences were not significant (blank), that Rescher's experts 
expected more emphasis on the item in the future (R), or that the student partici- 
pants expected more emphasis (S). Recall that the lower the mean value, the higher 
the expected emphasis on that value. The items are-TM-Ted in 7, p. 140. 
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an obviously corrupt exercise, etc. In 
the Greek tale we gave, this would have 
been illustrated by the Oracle's refusal 
to prescribe the sacrifice of Athanus. 

On the other hand, it might also be 
expected that the experts would not 
return, in subsequent rounds, to the 
"true" value. Under this alternative, 
they would more likely reflect the arbi- 
trarily chosen median in the second, etc. 
rounds, as the Greeks relate the Oracle 
in fact did, and even rationalize their 
first round "deviance" from what they 
suppose to be a group judgment. Hence, 
on the second alternative, the experts 
in the Delphi exercise are deceived. 

The second alternative might be 
expected because the expert who has been 
deceived in this fashion will not have 
prepared a rationale for his deviance and 
status of "minority of one," as would 
have an "intellectual maverick." After 
all, the deceived was (and still is) part 
of the deceived majority. Hence, he will 
be inclined to change his "deviant" judg- 
ment to accord with what he supposes to 
be the group judgment, rather than 
generate a rationalization for an unan- 
ticipated iconoclasm. Once he has made 
this accommodation, he can then ration- 
alize his new estimate by denouncing his 
earlier assumptions. 

As we have noted, Cyphert and Gant 
conducted an experiment which bore on 
this problem. While undertaking a Delphic 
exercise on the goals for the School of 
Education of the University of Virginia 
at Charlottesville, they introduced a 
"bogus goal" which was initially rated as 
having a low priority among all goals 
considered by the Delphi participants. 
The consensus was distorted and reported 
in later rounds as positive, and the final 
consensus showed the bogus goal rated con- 
siderably above the average /2, p. 13/. 
They concluded that "the hypothesis that 
the /Delphi/ technique can be used to 
mold opinion as well as to collect it was 
supported" /2, p. 14/. 

We varied Cyphert and Gant's experi- 
mental procedure somewhat in our examina- 
tion of the effectiveness of influence 
processes in causing shifts in group 
opinion. We fed back information to the 
subjects in the second round that 
labelled, for each of the 37 items noted 
above, various percentages of the 
respondents deviant. The range of per- 
centages was from seven and a half per- 
cent, as a lower limit, up to eighty -six 
percent, as an upper limit. Thus, 
percentage labelled deviant per item was 
the independent variable, and would 
appear on the face of it to be a somewhat 
weaker intervention than that given in 
Cyphert and Gant's experiment. The 
dependent variable was the distance moved 
from the first to the second round. The 
mode of analysis was the product moment 
correlation. 
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If the correlation was negative, we 
could suppose that the first alternative, 
that the participants were not susceptible 
to influence and opinion formation, was 
true. If the correlation had been posi- 
tive, we could suppose that the second 
alternative, that for Delphi participants 
to be arbitrarily labelled "deviant" could 
cause substantial shifts in the group 
opinion being formed by a Delphi exercise, 
was true. In fact, the correlation was a 
healthy -0.53; hence, we found evidence 
(at p < 0.01 for df 35) that arbitrary 
labelling of deviants did not have an 
effect upon opinion formation to be 
expected on the basis of Cyphert and Gant's 
experiment; cf. scattergram in Fig. I. 
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The data from our experiment is available 
in Table II below. 

The Delphi technique appears, on the 
basis of our research, to be more power- 
ful an institution in resisting wilful 
and arbitrary manipulation than we might 
have been lead to believe on the basis of 
Cyphert and Gant's work. At least one 
point is clear: further research on the 
structure of the Delphi exercise is 
called for. 

SUMMARY 

The Delphi exercise as a long -range 
forecasting technique can be considered, 
in Frank Knight's terms, a mechanism for 
coping with uncertainty. This permits us 
to bring to bear on Delphi the corpus of 

microeconomic theory. As such, the exer- 
cise can be treated as an institutional 
analogue to the monopolistic market of 
economic analysis. Such an anology 
allows us to note that, as in the case of 
the monopoly, the institution of Delphi 
and its manager can fix one variable of 
the analytical scheme at a socially sub- 
optimal level. 

The Greek historians relate an event 
in the kingdom of Alus where such a 
monopolistic practice occurred. The 
Oracle of Delphi's pronouncements were 
deliberately distorted, and the oracles 
were unable to recti y this distortion. 
The socially suboptimal level of 
functioning of the oracles was maintained. 

Some recent evidence suggests that 

Item 
No. 0 1 

Deviations 
2 

TABLE II 

3 4 

Average 
Distance 

No. 

Deviants 

1 5 6 3 1 1.000 15 

2 4 7 2 1 0 1.000 14 

3 19 35 9 2 0 .908 65 

13 16 3 2 0 .824 34 

5 22 14 10 0 .739 46 

6 8 5 6 2 0 1.095 21 

7 12 8 6 3 0 1.000 29 

8 32 23 10 0 0 .662 65 

9 12 9 9 0 .900 30 

10 44 20 7 3 .731 160 

11 10 10 8 o .929 28 

12 8 7 13 1 1 1.333 30 

13 14 11 2 1 1.125 32 

14 27 8 6 7 .1 .918 49 

15 3 6 1 0 1.214 14 

16 27 12 12 0 .706 51 

17 18 13 6 1 .737 38 

18 22 18 5 0 0 .622 45 

19 23 19 12 i 1.000 59 
20 9 12 0 .805 41 

21 6 7 3 0 0 .813 16 

22 10 6 9 0 0 .960 25 

23 98 37 16 5 3 .604 159 

24 20 23 10 1 0 .852 54 
25 6 7 2 0 1.105 19 

26 9 6 6 o 2 1.130 23 

27 15 5 1 .622 45 

28 2 7 1 4.357 14 

29 '18 15 9 2 0 .886 

30 14 9 3 0 0 .577. 26 
31 23 11 11 2 0 .830 47 

32 7 4 5 1 0 1.000 17 

33 36 32 3 1 0 .569 72 

34 8 8 1 2 1 1.000 20 

35 24 22 14 0 0 .833 6o 

36 22 18 8 .776 49 

37 5 8 2 2 1.059 17 

Le end: We have included above the 37 items and the frequency distribution of 
distances moved between rounds one and two of the exercise. The last two columns 
give the average distance moved per item, and the number of participants who were 
labelled deviant and thus were respondents for a given item. The data of the last 
two columns were the basis of the correlation of -0.53, as well as the scattergram 
displayed overleaf. 
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similar distorting effects can be induced 
in a Delphic exercise and are not amena- 
ble to rectification within the exercise. 
We have undertaken a study which bears on 
the problem of the deliberate distortion 
of the responses of a Delphi exercise, 
and conclude on the basis of our data 
that the structure of the Delphi tech- 
nique is more robust than one might have 
concluded on the basis of the earlier 
work. 
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THE PRODUCTION OF HEALTH BY A RURAL POPULATION 
Henry W. Zaretsky, American Medical Association 

varies from person to person. The more efficient 
can produce a given amount of health with less 
input -- time and medical care -- than the less 

efficient.5 It has generally been observed that 
more educated persons are more efficient produc- 
ers of money earnings than less educated persons. 
Since education improves market productivity it 

is reasonable to expect that it improves nonmar- 
ket productivity as well. This implies a posi- 
tive relationship between education and the 
health production process. Thus an increase in 
education would increase the amount of health 
produced from given amounts of medical care and 
time. Since earnings are related to production 
efficiency, it would appear that the more effi- 
cient (educated) while using less of both inputs, 
for a given output, would use relatively less of 
their own time in the production of health. 

Consider the following production function: 

(1) H = AlealEMa1Ta2u1 

where H is the amount of health produced, E 
stands for the education level, and M and T are 
the medical care and time input, respectively. 
The term Al is a constant, a is the education 
coefficient, al is the elasticity of health with 
respect to medical care (proportional change in 

health production resulting from a proportional 
change in medical care input), a2 is the elastic- 
ity of health with respect to time, and is a 

random error term. If it is further assumed that 
al + a2 1, or a2 = 1 the implication is 

that if medical care and time are increased, say 
10 per cent, then output is also increased 10 
per cent. This is known as constant returns to 
scale. The form of production function depicted 
in (1) is called Cobb -Douglas.°,? The non -con- 
sumption commodities input is not included in (1) 

as it is difficult to measure and since this in- 

put largely reflects life styles and environmental 
factors, its effect is likely to be absorbed by 
the education variable. 

The primary purpose of this paper is to 

estimate al. Direct estimation of equation (1)by 
ordinary least squares would result in biased 
estimates owing to the simultaneous nature of the 
health production process. The medical care co- 
efficient can be interpreted as a measure of the 
effect of medical. care on health. But the feed- 
back of H on M and T must be considered. Medical 
care and time are not exogenous but are influe 
enced by the current level of health stock. Thus 
the medical care coefficient could also be inter- 
preted as the effect of health on the demand for 
medical care. In order to deal with the simulta- 
neity, estimates are obtained by using two -stage 
least squares. 

The full model, referred to above,8 suggests 
that the demand for medical care and the demand 
for the time input each depend on income and edu- 
cation. Income reflects the economic determinants 
and education reflects production efficiency and 
attitudinal variables. The following demand spec- 
ification is proposed: 

T/M = A2ea2E 
+a31u2, 

I. introduction 

The purpose of this study is to propose a 

model of the production of health and apply it to 

data obtained in a rural health survey. For our 

purpose the "production of health" will be defined 

as the process whereby individuals combine medical 

care, other commodities (diet, recreation, etc.) 

and their own time to maintain their health sta- 

tus. This framework permits empirical measurement 
of the contribution of medical care relative to 

that of other factors in the maintenance of 
health. In Section II the production model will 

be developed and the estimation procedure set 

forth. In Section III the data used in fitting 
the model will be described. In Section IV the 

results will be discussed. This will be followed 
by a conclusion (Section V). 

II. A Model of the Production of Health 
It is assumed that the typical consumer en- 

gages in three activities -- work, consumption, 

and health maintenance or production.) He sup- 
plies labor on the labor market to earn wages 
which he combines with his non -wage income, if 

any, to purchase consumption commodities and com- 
modities used in the production of health. The 

production of health involves the combination of 
medical care, other non -consumption commodities, 
and the consumer's own time. The consumer has to 

distribute his time, as well as his income, among 
the three activities. He is assumed to maximize 
the expected value of a utility (preference) func- 
tion subject to a budget constraint, a time con- 

straint, and a production constraint.2 
In this study we will concentrate on the pro- 

duction side of the model. It is assumed that an 
individual inherits a stock of health capital.3 
This stock is assumed to depreciate with age after 
some stage of the life cycle and is subject to 
further deterioration, largely random. To the ex- 

tent that the actual stock of health falls short 

of the desired stock, the individual will consider 
health production to restore or maintain his 
health stock. 

The production function is a mathematical 
statement of the technological relationship be- 
tween the output of a process and the inputs. The 
major purpose of the production function is to 
present the possibilities of substitution between 
the inputs (factors of production) to achieve a 
given output. For any set of inputs, the produc- 
tion function is interpreted to define the maxi- 
mal output realizable In the applica- 
tion here the output of the production process is 

defined as improvements in health status (gross 
additions to health stock) and the inputs are de- 
fined as medical care, other non -consumption com- 
modities, and the consumer's own time. 

The relative amounts of time and medical care 
input into the production process depend on their 
relative productivities and their relative prices. 
It is expected that persons with high earnings 
rates would use relatively less of their own time 
and relatively more medical care in the production 
of health than persons with low earnings rates. 
The earnings rate is assumed to be closely related 
to the individual's perception of the "price of 
his own time." Moreover, efficiency in production 
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where I is income, A2 is a constant, and u2 is 

the error term. If the production coefficients 
in equation (1) --al and are restricted to 
sum to unity, both equations (1) and (2) would be 
exactly identifiable and estimation by indirect 
least squares, two -stage least squares and quasi - 
information maximum likelihood would all yield 
the same consistent and efficient estimates.9 

Noting the restriction on al and a2, divid- 
ing (1) through by M, and converting (1) and (2) 

into logarithms, we obtain the following two 
equation system; 

(3a) log H/M = log Al + (1 -al) log (T /M) + a1E 

+ + b2S2 + b3S3 + log 

(3b) log T/M log 42 + a2E + a31 + + c2S2 

+ c3S3 + log u2 

The data are obtained from a four strata 
sample of households. To allow for possible 
shifts in intercept among the strata, dummy vari- 
ables are included in each equation; Si is set 
equal to unity if the observation is from stratum 
i and set to zero otherwise. 

III. The Data 
The data used to test the above model were 

obtained in the Yolo County Health Survey.10 Data 
were gathered on 1100 households (3400 individu- 

als)--a four percent sample. A two -stage strati- 
fied sampling procedure was employed. The study 
area was divided into four strata --Davis (Stratum 
1), Woodland (Stratum 2), East Yolo (Stratum 3), 
and Rural Volo (Stratum 4). Stratum 4 is the 
most rural of the strata. The other strata are 
characterized by higher population density and 
relatively less agricultural employment. 

Definitions of Variables 
1) M: Gross personal medical expenditures. 

This includes annual (1969-70) out -of-pocket ex- 
penditures by individuals for services of physi- 
cians, dentists and other health manpower; hospi- 
tal care; nursing home care; x -ray and laboratory 
tests; and medical appliances. To this sum, "Ad- 
justed Insurance Premiums" is added. This is an 

approximation of the individual's share of the 
household's expense for health insurance. "Ad- 
justed Insurance Premiums" is calculated by di- 
viding total annual household health insurance 
premiums by the number of equivalent adults in 

the household. This term is calculated by count- 
ing all children under 12 and the second adult as 
one -half. All other adults are counted as 
one. Due to the form of equations uations (3a) and 

(3b), the analysis is restricted to persons for 

whom M is not zero. 
2) I: Adjusted income. This is total house- 

hold income for 1969, before taxes, per equiva- 
lent adult. 

3) T: Time input. Because of recall prob- 
lems with this item, it was decided to use work - 
loss days for the expenditure period as a proxy. 
Thus the entire analysis is restricted to employ- 
ed adults. It should be noted that this is a 

poor measure of time devoted to health production 
and is strongly influenced by economic factors.13 
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4) E: Education. This is an eight -point 
scale. The values are shown in Table 1. 

Table 1. Education Intervals 

Highest Level of Education Value 
No formal school 0 

Some grade school 1 

Completed grade school 2 

Some high school 3 

Completed high school 4 

Vocational training 5 

Some college 
Completed college 7 

Post graduate study 8 

5) H: Health Status. This is a weighted sum 

of medical conditions checked by respondents.14 
The conditions and their corresponding weights are 
shown in Table 2. An index value of "zero" im- 
plies "perfect" health while a value of 128 is the 
poorest. The major difficulty with the variable 
is that it is a proxy for health stock and not the 

amount of health produced. 

IV. Results 
The two stage least -squares estimates are 

shown below; 

(3'a) log H/M = 2.5199 - 0.0341E + 1.3733 T/M* 

- 0.4445 Sl* 0.1220 S2 

- 0.0284 S3 R2 0.175 
N = 569 

(3'b) log T/M = -3.2639 - 0.0745 E* - 0.0001 I** 

- 0.0649 Sl - 0.0258 S2 

- 0.1850 S3 R2 0.065 
N = 569 

where ( *) and ( * *) indicate statistical signifi- 

cance at the .05 and .01 levels respectively. If 

u2 is normally distributed with zero mean and con- 
stant variance, the t tests are valid for (3'b) as 
all the regressors are exogenous. In (3'a) the t 

test is not appropriate but the t values are shown 
to indicate the relative sizes of standard errors. 

Equation (3'b) indicates that education and 
income each have a negative effect on T /M. Thus 

persons with more education and persons with more 
income have a less "time intensive" production 

process than do their less educated and lower in- 

come counterparts. This is a reflection of the 

relative value of their own time. 
Since our proxy for health status is an in- 

verse measure, the coefficients stated in (1) and 

(3a) must be reinterpreted. The elasticity of 
health with respect to medical care is to be in- 

terpreted as -al and that with respect to time as 
al - 1, both summing to -1 instead of 1, as they 
did previously. From (3'a) the estimate of -al is 

-2.3733. Thus a 10 percent increase in medical 
care results in a 24 percent decrease in our in- 

verse health status variable or a 24 percent 
increase in health status. This implies that med- 



Table 2. Conditions and Weights Used in Construction of "Health Status Index" 

(Adults) 

Condition Weight Condition Weight 

High blood pressure 4 Frequent cramps in legs 4 

Heart condition 2 Pain in heart or tightness in chest 4 

Stroke Trouble breathing or shortness of breath 4 

Bronchitis 2 Swollen ankles or feet 4 

Asthma or hay fever 2 Pains in the back or spine 2 

Arthritis or rheumatism 4 Repeated pains in stomach 2 

Epilepsy 4 Frequent headaches 2 

Sugar diabetes Constant coughing or frequent heavy chest 
colds 2 

Cancer or tumor 4 Blurred, haziness or clouding vision 4 
Tuberculosis Stiffness, swelling, or aching in any 

joint or muscle 4 
Emotional or mental illness 4 Getting very tired in a short time 4 
Stomach or duodenal ulcer Blind spots in vision 2 

Gall bladder trouble 4 Seeing double 4 
Liver trouble 4 Episode of fainting 5 
Hernia or rupture 4 Feelings of lightheadedness or dizziness 5 
Kidney trouble Trouble hearing 2 

Back trouble 2 Now unable to carry on normal activities 4 

Trouble passing urine 4 Injury in past 12 mo. restricting normal 

activities 6 

ical care makes a strong positive contribution 
while time makes a negative contribution (1.3733) 
--a 10 percent increase in time devoted to health 
maintenance results in a 14 percent decrease in 

health status. It is possible that in- 

adequacies, noted in Section Iii, could account 
for this disturbing result.15 The result could 
also indicate that time bnd medical care are 
really not substitutable, on the average, and 
that a certain minimum amount of medical care is 

necessary and without this minimum amount of 
care, time has a negative effect on health status. 
This would indicate that the longer one attempts 
to treat a medical problem by remaining at home 
but not obtaining necessary medical care, the 

more aggravated the problem will become. 

The education coefficient in (3'a) has the 
expected sign, indicating that more educated per- 
sons are more efficient producers of health than 
their less educated counterparts. It was expect- 
ed that rural individuals, owing to lower earn- 
ings and inaccessibility of medical services, 
would have a more time intensive production pro- 
cess and a less efficient production process than 
urban individuals. The coefficients of stra- 
tum dummy variables did not confirm this. Fur- 

thermore, an analysis of variance of T/M among 
strata showed no significant differences. 

V. Conclusion 
A model of the production of health was 

tested on data obtained from a rural health sur- 
vey. The results imply that, in general, time 
and medical care are not substitutable in treat- 
ing a medical condition and that medical care is 

the most productive of the two inputs. Produc- 

tion efficiency is positively affected by educa- 
tion. Individuals with high income and individu- 
als who are more educated have a less time inten- 
sive production process than their less educated 
and lower income counterparts. The time -medical 
care ratio does not significantly differ between 
the urban and rural regions of the study area. 
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NOTES 

'This method of viewing consumer theory is simi- 
lar to that developed by G.S. Becker, "A Theory of 
the Allocation of Time," Econ. Jour., 1965; and K. 

Lancaster, "A New Approach Consumer Theory," 
Jour. of Polit. 1966. This is an applica- 
tion of a method set forth by R.R. Wilson, "The 
Theory of Consumer Behavior: Production and the 
Allocation of Time," Winter Meeting (1969), Econ- 
ometric Society, New York. 

2The complete model, including the derivation of 
demand functions, is presented in H.W. Zaretsky, 
"The Demand for Health Care," Ph.D. Dissertation 
in progress, Department of Economics, University 
California, Davis, 1970. 

3See M. Grossman, "The Demand for Health: A 
Theoretical and Empirical Investigation," National 
3ureau of Economic Research., 1970. 

4See R.W. Shepard,'Theorÿ of Cost and Production 
Functions, Princeton, 1970. 

Grossman, op.cit. 
6R. Auster, I. Leveson, and D. Saracheck in 

their, "The Production of Health, An Exploratory 

Study," Jour. of Hum. Resources, (Fall 1969), used 
a Cobb -Douglas production function with constant 
returns to scale to explain variations in mortal - 
ity rates across states. 
7There are two major difficulties inherent in 

this form of production function: (1) If any input 
is zero, output must be zero. (2) This-form re- 
quires the "elasticity of.substitution" to be 
unity. The implication is that if the ratio of 
the price of time to the price of medical care 
would increase by 10 percent, the ratio of time to 
medical input would decrease by this same amount. 
Alternative forms are being considered for further 
study. There has developed a substantial litera- 
ture on production functions and their estimation. 
A useful survey can be found in A. Walters, "Pro- 
duction and Cost Functions: An Econometric Survey;' 
Econometrica (January- April, 1963). 

8H.W. Zaretsky, op.cit. 



9See E. Malinvaud, Statistical Methods of Econ- 
ometrics, Amsterdam, 1966. 

lOThis was a comprehensive health survey con- 
ducted during June 1970 by the Department of Com- 
munity Health, School of Medicine, University of 
California, Davis. 

This method was used in W.J. McNerney, et al., 

Hospital and Medical Economics, Chicago, 1962. 

conducting the survey we were not permit- 
ted the luxury of verifying medical expenses. 
Since consumer recall or even knowledge of that 
portion of the medical bill paid by insurance or 
other third parties was poor, only the net or 
out -of- pocket expenditures could be used. To 
approximate the individual's total expenditure, 
his expense for prepayment was added. 

l3See M. Silver, "An Economic Analysis of Vari- 
ations in Medical Expenses and Work -Loss Rates," 
Empirical Studies in Health Economics, H. E. 

Klayman ed., Baltimore, 1970. 

is a modification of an index developed 
by A.I. Kisch, J.W. Kovner, F.J. Harris, and G. 
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Kline in "A New Proxy Measure for Health Status," 
Health Services Research (Fall, 1969). 

should be noted that the simple correla- 
tions between H and T and between H and M are 
each positive (each about .1). There is reason 
to suspect that M and T are each alternative 
measures of health status. Furthermore, as indi- 

cated above, the variable H should measure amount 
of health produced (change in health status) 
while our measure of H is a proxy for current 
health status or level. 

16The coefficient of Sl (Davis) in (3'a) is ab- 
solutely larger than the coefficients of the 
other dummy variables and has the expected sign. 
This would indicate that Davis residents, with 
the education level held constant, are relatively 
more efficient producers of health. Although the 
standard error of the coefficient in question is 

less than half the size of the coefficient, it 

must be noted again that the t tests are not ap- 
propriate here. 



MINUTES OF THE ANNUAL MEETING OF THE SOCIAL STATISTICS SECTION 

Fort Collins, Colorado, August 25, 1971 

The meeting was opened by Otis Dudley Duncan, 
the Chairman, at 5:30 p.m. As a result of the 
recent elections, the list of officers for 1972 

is: 

Chairman 
Chairman -Elect 
Vice -Chairman 
Vice -Chairman 
Secretary 
Section Representative 

on the Board of 
Directors 

Section -Representative 
on the Council 

Publications Liaison 
Officer 

Eva Mueller 
Theodore D. Woolsey 
Charles B. Nam 
Sidney Goldstein 
Regina Loewenstein 

John D. Durand 

Eli S. Marks 

Karl E. Taeuber 

The Chairman reported that per the request of 
this Section the office of the American Statis- 
tical Association computed the percentages of mem- 
bers and Fellows of the Association that were from 
the Social Statistics Section. The proportion of 
Fellows from this Section was the same as the pro- 
portion of members. Continued interest by members 
of the Section in nomination of Fellows was en- 
couraged. 

The recent report of the Board of Directors of 
the American Statistical Association entitled A 
Study of Future Goals of ASA was discussed. Rec- 
ommendati;74-is: 

"Examine ASA's possible role in assisting 
with the development of better ways of evalu- 
ating social projects and programs and with 
the preparation of social indicators. Direct 
participation and assistance of the leadership 
in the Social Statistics Section should be 
sought also on this project." 

The Section concurs with this recommendation 
and suggests that the President of the American 
Statistical Association appoint an ad hoc committee 
to work with Federal governmental agencies and the 
Social Science Research Council on this problem, 
and then report to the American Statistical Asso- 
ciation about the status of the work. Members of 
the Section were asked to send names of suggested 
members of this Committee to John D. Durand. The 
Program Committee for the 1972 Meeting might in- 

clude on the program one or more sessions about 
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social indicators, including the functions of 

different government agencies in development of 

social indicators. 

Recommendation 39 of this Report Is: 

"To determine ways in which statistical 

thought and /or methodology could be used to 

help accelerate progress in solving such 

problems as a quality environment. Do we, 

for example, have adequate statistics on con- 

ditions of the environment such as air, water 

and soil pollution? Or, do we have methodol- 
ogy that can contribute to the analysis of 

pertinent data and construct meaningful sta- 

tistical indicators of environmental condi- 

tions?" 

The Section expresses interest in this recommenda- 

tion and hopes to participate in work on this rec- 

ommendation in the future. 

Charles Nam requested consideration of a spe- 

cial mailing to members of the Social Statistics 

Section with a request for suggested topics and 

speakers for the 1972 Meeting. Proposed topics 

were: (1) Measurement of discrimination toward 

women, black, young, etc., (2) evaluation and 

improvement of quality of international statis- 

tics published by the United Nations, and (3) 

standards for published periodic statistical 

series. 

Karl Taeuber was thanked for acting as Program 

Chairman for the 1971 Meeting when that function 

was not part of his usual responsibilities. 
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